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In this paper we investigate how algorithms for computing heights, radicals, unmixed and primary decompositions of ideals can be lifted from a Noetherian commutative ring $R$ to polynomial rings over $R$.

1. Introduction

It is a standard problem in mathematics to study which properties of a mathematical structure are preserved in derived structures. A typical result of this kind is the Hilbert Basis Theorem which says that polynomial rings over Noetherian commutative rings are Noetherian. In this paper we prove that certain algorithmic properties of coefficient rings are preserved in polynomial rings. The proofs are based on lifting techniques.

Studying algorithmic properties of polynomial rings by means of lifting techniques has a long history (see, for instance, Richman (1974), Seidenberg (1974, 1984), Buchberger (1984), Shtokhamer (1988)) and different lifting algorithms have been proposed. In our approach two fundamental and, compared to classical methods, efficient algorithmic tools are used in this lifting process: Gröbner bases (Buchberger 1965, 1970) and an algorithm which can be considered as a generalization of Ritt’s prime decomposition algorithm for radicals (Ritt (1950), Wu (1984)). In order to ensure the existence of these algorithms (see Trinks (1978), Zacharias (1978), Schaller (1978)) we assume that linear equations are solvable in the coefficient ring $R$, i.e. ideal membership is decidable and bases of syzygy modules are computable in $R$. Note that solvability of linear equations itself is an algorithmic property which is preserved in polynomial rings.

In this paper we study whether this is also true for the algorithmic properties

1. heights of ideals are computable,
2. radicals of ideals are computable,
3. unmixed decompositions of ideals are computable,
4. primary decompositions of ideals are computable.

More precisely, let $R$ be a Noetherian commutative ring with identity and assume that linear equations are solvable in $R$. We want to know for each of these four algorithmic properties whether it holds in $R[x_1, \ldots, x_n]$ if it holds in $R$.

We give complete solutions for the four lifting problems by proving the following results:

1. If heights of ideals are computable in $R$ then heights of ideals are computable in $R[x_1, \ldots, x_n]$. We show that only one Gröbner basis in $R[x_1, \ldots, x_n]$ with respect to an arbitrary order and the heights of some ideals in $R$ have to be computed in order to determine the height of an ideal in $R[x_1, \ldots, x_n]$. 

We give necessary and sufficient conditions for the computability of radicals in \( R[x_1, \ldots, x_n] \) and construct a structurally simple and efficient algorithm using a combination of Ritt-Wu and Gröbner bases techniques.

Unmixed decompositions of ideals are computable in \( R[x_1, \ldots, x_n] \) if unmixed decompositions of ideals are computable in \( R \). This central result is proved by Ritt-Wu and Gröbner bases techniques as well.

We give necessary and sufficient conditions for the computability of isolated primes in \( R[x_1, \ldots, x_n] \). Note that a primary decomposition algorithm can be easily constructed by combining an unmixed decomposition algorithm with an algorithm for computing isolated primes. Therefore it follows from the above result on the computability of unmixed decompositions that primary decompositions and associated primes of ideals are computable in \( R[x_1, \ldots, x_n] \) if primary decompositions are computable in \( R \) and isolated primes of ideals are computable in \( R[x_1, \ldots, x_n] \).

The construction of primary decomposition algorithms in polynomial rings is a classical problem in commutative algebra (Hermann, 1926). In recent years the increasing availability of computer algebra systems has led to a renewed interest in algorithmic problems and several methods for computing heights, radicals, unmixed and primary decompositions have been developed. Apart from Seidenberg’s primary decomposition algorithm (Seidenberg, 1984) based on the Cohen structure theorem for complete local rings (Cohen, 1946) these methods work in polynomial rings over fields or PID’s only. The algorithms developed in the present paper do not have this restriction.

The paper has the following structure.

**Section 2:** Basic definitions.

**Section 3:** Gröbner bases.

**Section 4:** The Ritt-Wu approach.

**Section 5:** Computing heights.

**Section 6:** Computing radicals.

**Section 7:** Computing unmixed decompositions.

**Section 8:** Computing primary decompositions.

After giving some definitions and known results in Section 2 we turn to Gröbner bases. We will use Gröbner bases mainly for computing intersections of ideals, ideal quotients and localizations at single elements in \( R[x_1, \ldots, x_n] \). In Section 3 we generalize some results in Gianni et al. (1988) and show that these operations can be performed with Gröbner bases even if some of the polynomials involved are zero-divisors. For an extensive introduction to Gröbner bases over rings we refer to Adams and Loustaunau (1994).

Not only the solvability of linear equations is preserved in polynomial rings. In Section 4 we prove that another basic algorithm can be lifted from a Noetherian commutative ring \( R \) with identity to polynomial rings over \( R \). This algorithm solves the following “splitting problem” for radicals: given a radical \( J \) in \( R \) and \( f \in R \), compute radicals \( J' \) and \( J'' \) defined by

\[
J' := \text{intersection of those associated primes of } J \text{ which contain } f, \\
J'' := \text{intersection of those associated primes of } J \text{ which do not contain } f.
\]

If we want to lift this algorithm from \( R \) to \( R[x_1, \ldots, x_n] \) we first have to decide how to represent radicals. Of course we could represent each radical by a finite basis. For polynomial rings over fields an alternative concept based on irreducible ascending sets has been developed by J.F. Ritt. We will not restrict ourselves to either one of these two
possible ways of representing radicals but will use the following more general concept: let $S$ be a set of finite subsets of $R$ and $Rep$ a function which maps every element of $S$ to a radical different from $R$. This function need not be onto but we assume that for every radical $J$ there exist $C_1, \ldots, C_r$ in $S$ with $J = Rep(C_1) \cap \ldots \cap Rep(C_r)$ and that we have an algorithm $\text{decompose}_R$ which actually computes these $C_i$’s from any basis of an ideal whose radical is $J$. Furthermore, we assume that there exists an algorithm $\text{split}_R$ which solves the above splitting problem for any radical $J$ which is given by finitely many elements $C_1, \ldots, C_r$ of $S$, i.e. $J = Rep(C_1) \cap \ldots \cap Rep(C_r)$. We call the set $S$ together with the function $Rep$ and the algorithms $\text{decompose}_R$ and $\text{split}_R$ a system of representations in $R$. Furthermore, $(S, Rep, \text{decompose}_R, \text{split}_R)$ is a system of unmixed resp. prime representations if $Rep(A)$ is unmixed resp. prime for every $A \in S$.

In a polynomial ring $K[x_1, \ldots, x_n]$ over a field $K$ a system of representations can be constructed in the following way (see Section 4.1): let $S$ be the set of all finite subsets of $R$ which do not generate $R$ and define the function $Rep$ by $Rep(C) := \sqrt{C}$ for every $C \in S$, where $\sqrt{C}$ denotes the radical of the ideal generated by $C$. In this case $\text{decompose}_R(F) = \{F\}$ if $F$ does not generate $R$ and $\emptyset$ otherwise. The algorithm $\text{split}_R$ is based on localization by means of Gröbner bases.

If $K$ has characteristic 0 we can construct another system of representations using irreducible ascending sets: let $S'$ be the set of irreducible ascending sets in $K[x_1, \ldots, x_n]$ and $S := S' \cup \{\{0\}\}$. We define the function $Rep$ by mapping $\{0\}$ to the prime ideal $\{0\}$ and every irreducible ascending set $C$ to the prime ideal whose generic point is given by $C$. The algorithm $\text{decompose}_R$ is now the prime decomposition algorithm of Ritt. We can decide for every $f \in K[x_1, \ldots, x_n]$ and every prime ideal $P \subseteq K[x_1, \ldots, x_n]$ given by an irreducible ascending set whether $f \in P$ by using pseudodivision (Wu, 1984). Since $Rep(A)$ is prime for every $A \in S$ we obtain an algorithm $\text{split}_R$ and therefore the set $S$ together with the function $Rep$ and these two algorithms is a system of prime representations.

The usefulness of systems of representations is based on the following lifting theorem which is the main result in Section 4:

(a) If there exists a system of (unmixed) representations in $R$, a Noetherian commutative ring with identity, then there exists a system of (unmixed) representations in $R[x]$.

(b) Let $(S, Rep, \text{decompose}_{R[x]}, \text{split}_{R[x]})$ be a system of prime representations in $R$. Assume that for every $C \in S$ there exists an algorithm for expressing every non-constant element of $K(P)[x]$ as a product of irreducible polynomials, where $P := Rep(C)$ and $K(P)$ is the quotient field of the residue class ring $R/P$. Then there exists a system of prime representations in $R[x]$.

For proving this result we explicitly construct systems of representations $(S, \tilde{Rep}, \text{decompose}_{R[x]}, \text{split}_{R[x]})$ in $R[x]$. In the proof of (b) the elements of $S$ are generalizations of Ritt’s irreducible ascending sets: each element of $\tilde{S}$ is either in $S$ or it has the form $C \cup \{f\}$, where $C \in S$, $P := Rep(C)$ and $f$ is a non-constant polynomial in $R[x]$ which is irreducible in $K(P)[x]$. The algorithm $\text{decompose}_{R[x]}$ is a generalization of the prime decomposition algorithm of Ritt. In the proof of (a) the elements of $\tilde{S}$ are again elements of $S$ or of the form $C \cup \{f\}$, where $C \in S$ and $f$ is a non-constant polynomial in $R[x]$. In contrast to (b) no irreducibility condition is imposed on $f$ but it is only assumed that its leading coefficient is not an element of an associated prime of $Rep(C)$. The algorithm $\text{decompose}_{R[x]}$ constructed in the proof of (a) does not use factorization but the lazy decomposition strategy implemented in Axiom under the name $D5$ (Della

We have written an implementation of the algorithms in the proof of the above theorem which works for multivariate polynomial rings over the rationals. Experiments show that the practical performance of this implementation is rather good. At the end of Section 4 a short description of the implementation and timings on well known examples from computer algebra literature are given.

We will now describe how Gröbner bases and systems of representations can be used for computing heights, radicals and unmixed resp. primary decompositions in \( \mathbb{R}[x_1, \ldots, x_n] \).

We first recall how heights of ideals in multivariate polynomial rings over fields can be computed by means of Gröbner bases. Let \( J \) be an ideal in \( K[x_1, \ldots, x_n] \), where \( K \) is a field, and \( \Delta(J) \) its independence complex, i.e.

\[
\Delta(J) := \{ \{x_{i_1}, \ldots, x_{i_m}\} \subseteq \{x_1, \ldots, x_n\} \mid J \cap K[x_{i_1}, \ldots, x_{i_m}] = \{0\} \}.
\]

It is well known (see Gröbner (1970)) that the dimension resp. the height of \( J \) can be easily obtained from \( \Delta(J) \):

\[
\text{height}(J) = n - \dim(J) = n - \max\{|X| \mid X \in \Delta(J)\}). \tag{1.1}
\]

Furthermore, for an arbitrary admissible order

\[
\text{height}(J) = \text{height}(\text{lm}(J)), \tag{1.2}
\]

where \( \text{lm}(J) \) denotes the ideal generated by the leading monomials of the polynomials in \( J \) (see, for instance, Kalkbrener and Sturmfels (1995)). For total degree orders the ideals \( J \) and \( \text{lm}(J) \) even have the same Hilbert function. Several papers for computing Hilbert functions (Buchberger (1965), Möller and Mora (1983, 1987), Kondrat’eva and Pankrat’ev (1987), Bayer and Stillman (1992), Bigatti et al. (1991, 1993)) and dimensions (Kandri-Rody (1985), Kredel and Weispfenning (1988), Giusti (1988), Galligo and Traverso (1989)) of ideals in multivariate polynomial rings over fields are based on these results. It immediately follows from the equalities (1.1) and (1.2) that for computing the dimension resp. the height of an ideal \( J \) in \( K[x_1, \ldots, x_n] \) it suffices to compute a single Gröbner basis with respect to an arbitrary order and the maximal cardinality \( c \) of the elements in \( \Delta(\text{lm}(J)) \). Since \( \text{lm}(J) \) is a monomial ideal \( c \) can be easily determined. Our main objective in Section 5 is the generalization of this algorithm to multivariate polynomial rings over \( \mathbb{R} \). We show that (1.2) holds for ideals in \( \mathbb{R}[x_1, \ldots, x_n] \) as well and we replace independence complexes by a more general concept with similar properties. It follows that even for the computation of the height of an ideal in \( \mathbb{R}[x_1, \ldots, x_n] \) only one Gröbner basis with respect to an arbitrary order and the heights of some ideals in \( \mathbb{R} \) have to be computed. In particular, if heights of ideals are computable in \( \mathbb{R} \) and Gröbner bases are computable in \( \mathbb{R}[x_1, \ldots, x_n] \) then heights of ideals are computable in \( \mathbb{R}[x_1, \ldots, x_n] \). Furthermore we present a second algorithm for computing heights of ideals in \( \mathbb{R}[x_1, \ldots, x_n] \) which does not use Gröbner bases but the algorithm \text{decompose}.

In Section 6 we investigate the computability of radicals in \( \mathbb{R}[x_1, \ldots, x_n] \), i.e. whether there exists an algorithm which computes for every finite subset \( F \) of \( \mathbb{R}[x_1, \ldots, x_n] \) a finite basis of \( \sqrt{F} \). It is well known that an ideal generated by a single polynomial \( f \) in a
polynomial ring over a field $K$ is a radical if and only if $f$ is squarefree. In Lemma 92 in Seidenberg (1974) it is shown that if $I \subseteq K[x_1, \ldots, x_n]$ is a zero-dimensional ideal which contains a polynomial $f_i \in K[x_i]$ with $\text{gcd}(f_i, f'_i) = 1$ for every $i \in \{1, \ldots, n\}$, where $f'$ denotes the derivative of $f$, then $I$ is an intersection of finitely many maximal ideals and therefore a radical. Based on these results algorithms for computing radicals are given in Gianni et al. (1988), Giusti and Heintz (1990), Alonso et al. (1990), Krick and Logar (1991) and Becker and Weispfenning (1993). In Eisenbud et al. (1992) methods are introduced which involve the use of the Jacobian matrix and homological techniques. In Armendariz and Solerno (1995) it is shown that under certain assumptions radicals can be computed in single exponential time. Most of these algorithms not only compute the radical but an unmixed decomposition of the radical.

If $K$ is a perfect field then a non-constant polynomial $f$ in $K[x]$ is squarefree iff $\text{gcd}(f, f') = 1$. Hence, the above results give a relation between the computability of radicals and the squarefree parts of polynomials. The main objective of Section 6 is a formalization of this relation in the general setting of multivariate polynomial rings over $R$. More precisely, assume that radicals are computable and linear equations are solvable in $R$. Then the following two conditions are equivalent:

(a) For any natural number $n$ radicals are computable in $R[x_1, \ldots, x_n]$.

(b) For any natural number $n$ there exists an algorithm squarefree which computes for a given finite basis $F$ of a radical in $R[x_1, \ldots, x_{n-1}]$ and a polynomial $f$ in $R[x_1, \ldots, x_n]$ finite bases $F_1, \ldots, F_r$ of radicals in $R[x_1, \ldots, x_{n-1}]$ and $g_1, \ldots, g_r$ in $R[x_1, \ldots, x_n]$ with the following two properties:

1. The set of associated primes of $\sqrt{F}$ is the union of the sets of associated primes of the $\sqrt{F_i}$'s.
2. Let $i \in \{1, \ldots, r\}$, $P$ an associated prime of $\sqrt{F_i}$ and consider $g_i$ and $f$ as polynomials in $K(P)[x_n]$. Then $g_i$ is a squarefree part of $f$.

For proving the implication (b) $\Rightarrow$ (a) it suffices to show that radicals are computable in the univariate polynomial ring $R[x]$. This is done in the following way. Since radicals are computable and linear equations are solvable in $R$ there exists a system of representations $(S, \text{Rep}, \text{decompose}_{R}, \text{split}_{R})$ in $R$ such that $S$ is the set of the finite bases of radicals different from $R$. By the lifting theorem we obtain a system of representations $(S, \text{Rep}, \text{decompose}_{R[x]}, \text{split}_{R[x]})$ in $R[x]$. Let $F$ be a finite subset of $R[x]$ and assume that we want to compute a basis of $\sqrt{F}$. Using decompose$_{R[x]}$ we first compute $C_1, \ldots, C_r \in S$ with

$$\sqrt{F} = \bigcap_{i=1}^{r} \text{Rep}(C_i).$$

In the next step bases of the radicals $\text{Rep}(C_1), \ldots, \text{Rep}(C_r)$ are constructed. This is done by making the non-constant polynomials in the $C_i$'s squarefree and by localizing at the leading coefficients of these squarefree polynomials by means of Gröbner bases. Since we can compute intersections in $R[x]$ we finally obtain a basis of $\sqrt{F}$ from the bases of the $\text{Rep}(C_i)$.

The structure of the above algorithms for computing heights and radicals in polynomial rings over $R$ is almost as simple as the structure of their counterparts in polynomial rings over fields. In contrast, the problem of computing unmixed (resp. primary) decompositions over $R$ seems to be much more difficult than over $K$. Efficient algorithms for
computing unmixed decomposition of ideals over fields resp. PID’s can be obtained by modifying the primary decomposition algorithms in Gianni et al. (1988) and Becker and Weispfenning (1993) (see Alonso et al. (1990)). In Eisenbud et al. (1992) an interesting homological approach to the computation of the equidimensional hull (= intersection of the primary components of maximal dimension) of an ideal in \( K[x_1, \ldots, x_n] \) is given.

In Section 7 we show that if linear equations are solvable and unmixed decompositions of ideals are computable in \( R[x_1, \ldots, x_n] \) for any number of variables. Again it suffices to prove this result for the univariate polynomial ring \( R[x] \). We construct an algorithm based on the following strategy. Since unmixed decompositions of ideals are computable and linear equations are solvable in \( R \) there exists a system of unmixed representations \((S, \text{Rep}, \text{decompose}_R, \text{split}_R)\) in \( R \). By the lifting theorem we obtain a system of unmixed representations \((\bar{S}, \text{Rep}, \text{decompose}_{R[x]}, \text{split}_{R[x]})\) in \( R[x] \).

Let \( F \) be a finite subset of \( R[x] \), \( I \) the ideal generated by \( F \) and assume that we want to compute an unmixed decomposition of \( I \). Using \( \text{decompose}_{R[x]} \) we first compute \( C_1, \ldots, C_r \in \bar{S} \) with \( \sqrt{F} = \bigcap_{i=1}^r \text{Rep}(C_i) \).

It is now easy to construct finite bases of ideals \( I_1, \ldots, I_r \) such that \( I = I_1 \cap \ldots \cap I_r \) and \( \sqrt{I_j} \) is unmixed. It remains to decompose those \( I_j \)’s which are not unmixed. We distinguish two cases:

(a) \( I_j \) has an embedded prime \( P \) with \( \text{height}(P \cap R) > \text{height}(I_j \cap R) \). In this case a decomposition is obtained by a localization technique which can be considered as a generalization of the decomposition strategy in Gianni et al. (1988).

(b) \( \text{height}(P \cap R) = \text{height}(I_j \cap R) \) for every embedded prime \( P \). If \( x \) is an element of some associated prime of \( I_j \) we decompose \( I_j \) by localization at \( x \). Otherwise, we choose a sufficiently large natural number \( m \) and decompose \( I_j + \langle x^m \rangle \) by the same technique as in (a). From the decomposition of \( I_j + \langle x^m \rangle \) we compute a decomposition of \( I_j \).

In the last section we deal with the computation of primary decompositions of ideals. This classical problem was first solved for ideals in multivariate polynomial rings over fields in Hermann (1926) (see also Seidenberg (1974)). In the last twenty years several new methods for computing primary decompositions of ideals in multivariate polynomial rings over fields (Lazard (1985), Kredel (1987), Eisenbud et al. (1992), Shimoyama and Yokoyama (1994), Gräbe (1995)), the integers (Seidenberg, 1978), factorially closed principal ideal domains (Ayoub (1982), Gianni et al. (1988)) and commutative Noetherian rings with identity (Seidenberg, 1984) have been proposed. A related problem is the computation of the isolated primes of an ideal \( I \) or, equivalently, the associated primes of \( \sqrt{I} \) (Ritt (1950), Wu (1984), Chistov and Grigoryev (1983), Wang (1993), Giusti and Heintz (1990)). Just as the computation of radicals is closely connected with the computation of squarefree parts of polynomials, the computation of isolated primes is closely connected with the factorization of polynomials. More precisely, assume that linear equations are solvable and isolated primes of ideals are computable in \( R \). Using similar techniques as in the proof of the theorem about the computability of radicals we show that the following two conditions are equivalent:
(a) For every number of variables $n$ isolated primes of ideals are computable in the polynomial ring $R[x_1, \ldots, x_n]$.

(b) For every number of variables $n$ and every finite basis of a prime ideal $P$ in the polynomial ring $R[x_1, \ldots, x_n]$ there exists an algorithm for expressing every non-constant element of the univariate polynomial ring $K(P)[x]$ as a product of irreducible polynomials.

Assume that linear equations are solvable and primary decompositions are computable in $R$ and isolated primes of ideals are computable in $R[x_1, \ldots, x_n]$. Then it is easy to compute for an arbitrary ideal $I$ in $R[x_1, \ldots, x_n]$ a decomposition $I = I_1 \cap \cdots \cap I_r$ such that the radicals of the ideals $I_1, \ldots, I_r$ are prime. We now apply the strategy developed for the computation of unmixed decompositions to the $I_j$'s. It is easy to see that in this way we obtain primary decompositions of the $I_j$'s and therefore a primary decomposition of $I$. Hence we have proved that primary decompositions and associated primes of ideals are computable in $R[x_1, \ldots, x_n]$ if linear equations are solvable and primary decompositions are computable in $R$ and isolated primes of ideals are computable in $R[x_1, \ldots, x_n]$.
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2. Basic definitions

Throughout this paper let $K$ be a field and $R$ a Noetherian commutative ring with identity. We assume that $R$ is effectively given, i.e. we can carry out the ring operations in $R$. Let $F$ be a subset of $R$. The ideal generated by $F$ is denoted by $\langle F \rangle$ and the radical of $\langle F \rangle$ by $\sqrt{F}$. If $F = \{f_1, \ldots, f_r\}$ we write $\langle f_1, \ldots, f_r \rangle$ instead of $\langle \{f_1, \ldots, f_r\} \rangle$. Let $h : R \rightarrow R'$ be a ring homomorphism and $J$ an ideal in $R$. The ideal generated by the image of $J$ in $R'$ is denoted by $J^\prime R'$. For $c \in R$ we define

$$J : c^\infty := \{a \in R \mid c^m \cdot a \in J \text{ for some natural number } m\}.$$ 

Let $f$ be a polynomial in $R[x_1, \ldots, x_n]$. The image of $f$ in $(R/J)[x_1, \ldots, x_n]$ is denoted by $f^J$. If $J$ is prime then the quotient field of the residue class ring $R/J$ is denoted by $K(J)$.

We recall the definition of the height of an ideal (see (Zariski and Samuel 1975, p.240), (Zariski and Samuel 1975a, p.90) or (Matsumura 1970, p.71)). A prime ideal $P \neq R$ is said to have height $h$ if there exists at least one chain $P_0 \subset P_1 \subset \cdots \subset P_h = P$, where the $P_i$ are prime ideals, and there exists no such chain with more than $h + 1$ ideals. The height of an arbitrary ideal $J \neq R$ is the minimum of the heights of the prime ideals containing $J$. We denote the height of $J$ by $\text{height}(J)$ and define $\text{height}(R) := \infty$. Since $R$ is Noetherian every ideal $\neq R$ has finite height (Zariski and Samuel 1975, p.241). The following result (Kaplansky 1970, Theorem 149) will be frequently used.

**Theorem 2.1.** Let $P$ be a prime ideal in $R$ with $\text{height}(P) = m$ and $Q$ a prime ideal in the univariate polynomial ring $R[x]$ with $Q \neq P R[x]$ and $Q \cap R = P$. Then

$$\text{height}(P R[x]) = m \quad \text{and} \quad \text{height}(Q) = m + 1.$$ 

Let $I$ be an ideal in $R[x_1, \ldots, x_n]$ and $I = Q_1 \cap \cdots \cap Q_r$ an irredundant primary
decomposition. The equidimensional hull of $I$, denoted by $\text{hull}(I)$, is the intersection of the primary components of minimal height. The ideal $I$ is unmixed if

$$\text{height}(Q_i) = \text{height}(Q_j)$$

for $i, j \in \{1, \ldots, r\}$. It is strongly unmixed if

$$\text{height}(Q_i \cap R[x_1, \ldots, x_k]) = \text{height}(Q_j \cap R[x_1, \ldots, x_k])$$

for $i, j \in \{1, \ldots, r\}$ and $k \in \{0, \ldots, n\}$. We denote the set $\{\sqrt{Q_1}, \ldots, \sqrt{Q_r}\}$ of associated primes of $I$ by $\text{ap}(I)$.

Let $PP(x_1, \ldots, x_n)$ denote the set of power products in the variables $x_1, \ldots, x_n$ and $\prec$ an arbitrary admissible order on $PP(x_1, \ldots, x_n)$. For any non-zero polynomial $f \in R[x_1, \ldots, x_n]$ write $f = cX + f'$, where $c \in R \setminus \{0\}$ and $X \in PP(x_1, \ldots, x_n)$ with $X \nparallel X'$ for every power product $X'$ in $f'$. With this notation we set

$$\text{lc}(f) := c,$n
$$lpp(f) := X, \quad \text{the leading power product of } f,$n
$$\text{lm}(f) := cX, \quad \text{the leading monomial of } f.$n

The total degree of $f$ in $x_1, \ldots, x_n$ is denoted by $\text{deg}(f)$ and the degree of $f$ in the variable $x_i$ by $\text{deg}_{x_i}(f)$. Furthermore, we define $\text{lc}(0) := lpp(0) := \text{lm}(0) := 0$ and $\text{deg}(0) := \text{deg}_{x_1}(0) := -1$. For an ideal $I$ in $R[x_1, \ldots, x_n]$ we denote the ideal $\langle \{\text{lm}(f) \mid f \in I\} \rangle$ by $\text{lm}(I)$.

Let $f, g \in R[x]$ with $g \neq 0$. There exist polynomials $\text{pquo}(f, g)$ and $\text{prem}(f, g)$, called the pseudoquotient and pseudoremainder of $f$ and $g$, such that

$$(\text{lc}(g))^d \cdot f = \text{pquo}(f, g) \cdot g + \text{prem}(f, g),$$

where $d := \max(\{\text{deg}(f) - \text{deg}(g) + 1, 0\})$. Note that the pseudoquotient and pseudoremainder of $f$ and $g$ are usually not uniquely determined if $R$ is not an integral domain.

Let $g$ be a non-constant polynomial in a polynomial ring $K[x_1, \ldots, x_n]$ and write $g$ in the form $g = a \cdot \prod_{m=1}^{r} P_m^{i_m}$, where $a$ is a constant and $p_1, \ldots, p_r \in K[x_1, \ldots, x_n]$ are irreducible and pairwise relatively prime. If $i_1 = \ldots = i_r = 1$ then $g$ is called squarefree. The polynomial $\prod_{m=1}^{r} P_m$ is called a squarefree part of $g$. Obviously, two squarefree parts of $g$ differ by a multiplicative constant only. We denote a fixed squarefree part of $g$ by $\text{squarefree}(g)$ and define $\text{squarefree}(g) := g$ for every $g \in K$.

The natural numbers are denoted by $\mathbb{N}$, the rationals by $\mathbb{Q}$ and the complex numbers by $\mathbb{C}$.

### 3. Gröbner bases

The Gröbner basis algorithm (Buchberger 1965, 1970) is undoubtedly the most important algorithmic tool in commutative algebra. In this section we discuss the use of Gröbner bases to perform some basic ideal operations in polynomial rings over $R$. For an extensive introduction to Gröbner bases over rings we refer to Adams and Loustaunau (1994).

Let $\prec$ be an arbitrary admissible order on $PP(x_1, \ldots, x_n)$. A finite subset $G$ of an ideal $I \subseteq R[x_1, \ldots, x_n]$ is a Gröbner basis of $I$ w.r.t. $\prec$ if

$$\langle \{\text{lm}(g) \mid g \in G\} \rangle = \text{lm}(I).$$
For actually computing Gröbner bases in $R[x_1, \ldots, x_n]$ we have to assume certain computability conditions on $R$. We say that linear equations are solvable in $R$ if

1. for given $a, a_1, \ldots, a_m \in R$ it is possible to decide whether $a$ is in the ideal generated by $a_1, \ldots, a_m$ in $R$ and if so, find $b_1, \ldots, b_m \in R$ such that $a = \sum b_i a_i$.
2. for given $a_1, \ldots, a_m \in R$ one can find a finite set of generators for the $R$-module $\{(b_1, \ldots, b_m) \in R^m \mid \sum b_i a_i = 0\}$.

**Example 3.1.** Linear equations are solvable in $R$ if
(a) $R$ is a Euclidean domain or a finite ring.
Assume that linear equations are solvable in $R$ and let $I$ be an ideal in $R$ and $f$ an element of $R$. Then linear equations are solvable in $R[x_1, \ldots, x_n]$, $R/I$ and $R_f$, where $R_f$ denotes the localization of $R$ at $f$.

It has been shown in Trinks (1978), Zacharias (1978) and Schaller (1978) that there exists an algorithm which computes for any finite subset $F$ of $R[x_1, \ldots, x_n]$ a Gröbner basis of $(F)$ if linear equations are solvable in $R$. An improved version of this algorithm based on results in Möller (1988) can be found in Adams and Loustaunau (1994).

We will use Gröbner bases mainly for computing intersections of ideals, ideal quotients and localizations at elements of $R[x_1, \ldots, x_n]$. All these operations are based on the following properties of Gröbner bases with respect to elimination orders (Spear (1977), Trinks (1978)).

**Lemma 3.1.** Let $I$ be an ideal in $R[y_1, \ldots, y_m, x_1, \ldots, x_n]$. Given any two orders $\prec_1$ and $\prec_2$ on $PP(y_1, \ldots, y_m)$ and $PP(x_1, \ldots, x_n)$ respectively, define an order $\prec$ by $Y_1 X_1 \prec Y_2 X_2$ if $X_1 \prec_2 X_2$, or $X_1 = X_2$ and $Y_1 \prec_1 Y_2$ for $Y_1, Y_2 \in PP(y_1, \ldots, y_m)$ and $X_1, X_2 \in PP(x_1, \ldots, x_n)$. Let $G \subseteq R[y_1, \ldots, y_m, x_1, \ldots, x_n]$ be a Gröbner basis of $I$ with respect to $\prec$. Then

(a) $G$ is a Gröbner basis of $I$ with respect to $\prec_2$ on $R[y_1, \ldots, y_m][x_1, \ldots, x_n]$, the polynomial ring in $x_1, \ldots, x_n$ with coefficients in $R[y_1, \ldots, y_m]$.
(b) $G \cap R[y_1, \ldots, y_m]$ is a Gröbner basis of $I \cap R[y_1, \ldots, y_m]$ with respect to $\prec_1$.

**Proof:** see Proposition 3.1 in Gianni et al. (1988).

**Theorem 3.1.** Assume that linear equations are solvable in $R$. Let $I$ and $J$ be ideals in $R[x_1, \ldots, x_n]$ and $f$ an element of $R[x_1, \ldots, x_n]$. Then the following can be computed:

(a) $I \cap J$, (b) $I : J$, (c) $I : f^\infty$.

If the generators of $J$ and $f$ aren’t zero divisors then simpler proofs of (b) and (c) are given in (Gianni et al. 1988, Corollary 3.2).

**Proof:** Let $y$ be a new indeterminate.

(a) Observe that
$$I \cap J = (y I + (y - 1) J) \cap R[x_1, \ldots, x_n].$$

Hence, $I \cap J$ can be computed because of the above elimination property of Gröbner bases.
(b) Let \( \{f_1, \ldots, f_r\} \) be a basis of \( J \). Then \( I : J = \bigcap I : (f_i) \), so \( I : J \) can be constructed provided each \( I : (f_i) \) can. Let \( i \in \{1, \ldots, r\} \). We can compute a basis \( \{q_1, \ldots, q_t\} \) of \( \{0\} : (f_i) \), a basis \( \{p_1, \ldots, p_s\} \) of \( I \cap \langle f_i \rangle \) and polynomials \( g_1, \ldots, g_s \) with \( g_j f_i = p_j \). Obviously,

\[
\langle g_1, \ldots, g_s, q_1, \ldots, q_t \rangle \subseteq I : (f_i).
\]

Conversely, let \( g \in I : (f_i) \). Then \( g f_i \in I \cap \langle f_i \rangle \) and therefore \( g f_i = h_1 p_1 + \ldots + h_s p_s \) for some \( h_1, \ldots, h_s \in \mathbb{R}[x_1, \ldots, x_n] \). Hence, \( h_1 g + \ldots + h_s g_s - g \in \{0\} : (f_i) \) and therefore \( g \in \langle g_1, \ldots, g_s, q_1, \ldots, q_t \rangle \) and \( \langle g_1, \ldots, g_s, q_1, \ldots, q_t \rangle = I : (f_i) \).

We will show that \( I : f^\infty \) equals \( I'' \).

If \( g \in I'' \) then \( g = h_1 p_1 + \ldots + h_s p_s + h(1 - yf) \) for \( h_1, h_s, h \in \mathbb{R}[x_1, \ldots, x_n] \) and \( p_1, \ldots, p_s \in I \). Writing \( h_1, h_s, h \) in the form

\[
h_j = a_{jr} y^r + \ldots + a_{j0}, \quad h = b_r y^r + \ldots + b_0,
\]

where \( j \in \{1, \ldots, s\} \), \( r := \max(\deg_y(h_1), \ldots, \deg_y(h_s), \deg_y(h)) \) and the \( a_i \)'s and \( b_i \)'s are in \( \mathbb{R}[x_1, \ldots, x_n] \), we obtain

\[
g = a_{10} p_1 + \ldots + a_{s0} p_s + b_0, \quad 0 = a_{11} p_1 + \ldots + a_{s1} p_s + b_i - b_{i-1} f \quad \text{for} \ i \in \{1, \ldots, r+1\}.
\]

Hence, for

\[
h_j' := a_{jr} f + a_{j(r-1)} f^2 + \ldots + a_{j0} f^{r+1}, \quad h' := b_r + b_{r-1} f + \ldots + b_0 f^r
\]

we obtain

\[
g f^{r+1} = \sum_{i=0}^{r+1} f^{r+1-i} (a_{1i} p_1 + \ldots + a_{si} p_s + b_i - b_{i-1} f) = h_1' p_1 + \ldots + h_s' p_s + h'(f - f) = h_1' p_1 + \ldots + h_s' p_s \in I.
\]

Thus, \( I'' \subseteq I : f^\infty \).

Conversely, if \( g \in I : f^\infty \) then \( f^k g \in I \) and therefore \((yf)^k g \in I' \) for some natural number \( k \). Hence,

\[
g = (yf)^k g - ((yf)^k - 1) g = (yf)^k g - (yf - 1)((yf)^{k-1} + \ldots + 1) g \in I'
\]

and therefore \( I : f^\infty \subseteq I'' \). □

Note that for proving (a) and (c) we did not use that linear equations are solvable in \( \mathbb{R} \) but only that Gröbner bases are computable in \( \mathbb{R}[x_1, \ldots, x_n] \).

4. The Ritt-Wu approach

In this section we formally define systems of representations and prove a lifting theorem for these systems. Furthermore, we present an application to geometry theorem proving and discuss implementation issues.

4.1. Definitions

A system of representations \((S, \text{Rep}, \text{decompose}_R, \text{split}_R)\) in \( R \) consists of
(1) a set \( S \) of finite subsets of \( R \),
(2) a function \( \text{Rep} \) from \( S \) to the set of radicals in \( R \) which are unequal to \( R \),
(3) an algorithm \( \text{decompose}_R \) that computes for a finite subset \( F \) of \( R \) a subset \( \{ C_1, \ldots, C_r \} \) of \( S \) such that
\[
\sqrt{F} = \bigcap_{i=1}^r \text{Rep}(C_i),
\]
(4) an algorithm \( \text{split}_R \) that computes for a given \( A \in S \) and \( f \in R \) a pair \( \{ \{ B_1, \ldots, B_r \}, \{ C_1, \ldots, C_s \} \} \) of subsets of \( S \) such that
\[
\bigcup_{i=1}^r \text{ap}(\text{Rep}(B_i)) = \{ P \in \text{ap}(\text{Rep}(A)) \mid f \in P \},
\]
\[
\bigcup_{i=1}^s \text{ap}(\text{Rep}(C_i)) = \{ P \in \text{ap}(\text{Rep}(A)) \mid f \notin P \}.
\]

We call \( (S, \text{Rep}, \text{decompose}_R, \text{split}_R) \) a system of unmixed resp. prime representations if \( \text{Rep}(A) \) is unmixed resp. prime for every \( A \in S \).

**Example 4.1.** Let \( R \) be the multivariate polynomial ring \( K[x_1, \ldots, x_n] \).

(a) One possibility of representing radicals is the following: let \( S \) be the set of all those finite subsets of \( R \) which do not generate \( R \) and define the function \( \text{Rep} \) by \( \text{Rep}(C) := \sqrt{C} \) for every \( C \in S \). In this case \( \text{decompose}_R(F) \) is \( \{ F \} \) if \( \langle F \rangle \neq R \) and \( \emptyset \) otherwise. It remains to construct \( \text{split}_R \). Let \( F \in S \), \( f \in R \) and \( G = \{ g_1, \ldots, g_k \} \) a finite basis of \( \langle F \rangle : f^\infty \). Since \( \sqrt{\sqrt{F}} = \sqrt{\sqrt{F} \cup \{ f \} \cap \sqrt{G}} \) it is tempting to define \( \text{split}_R \) as the algorithm which returns \( (\{ F \cup \{ f \} \}, \{ G \}) \) for given \( F, f \). Note however that \( \sqrt{F} \cup \{ f \} \) may have associated primes which are not associates primes of \( \sqrt{F} \). Therefore, let \( B_i \) be a finite basis of \( \langle F \rangle : g_i^\infty \) for \( i \in \{ 1, \ldots, k \} \) and consider the algorithm which computes \( (\hat{B}, \hat{G}) \) for given \( F, f \), where
\[
\hat{B} := \{ B_i \mid i \in \{ 1, \ldots, k \}, \langle B_i \rangle \neq R \},
\]
\[
\hat{G} := \{ G \} \text{ if } \langle G \rangle \neq R,
\]
\[
\hat{G} := \emptyset \text{ otherwise}.
\]

We will show that this algorithm satisfies the specification of \( \text{split}_R \).

Denote \( \langle F \rangle \) by \( I \) and let
\[
I = Q_1 \cap \ldots \cap Q_r \cap Q_{r+1} \cap \ldots \cap Q_s
\]
be an irredundant primary decomposition of \( I \) and assume that \( f \) is in each of the \( \sqrt{Q_i}, \ldots, \sqrt{Q_r} \) but in none of the \( \sqrt{Q_{r+1}}, \ldots, \sqrt{Q_s} \). Then \( \langle G \rangle = Q_{r+1} \cap \ldots \cap Q_s \). Hence, for every \( i \in \{ 1, \ldots, k \} \)
\[
\langle B_i \rangle = I : g_i^\infty = \bigcap_{j \in J_i} Q_j \text{ for some } J_i \subseteq \{ 1, \ldots, r \}.
\]

If \( B_i \in \hat{B} \) and \( P \in \text{ap}(\text{Rep}(B_i)) \) then \( P \) is an isolated prime ideal of \( \bigcap_{j \in J_i} Q_j \). Thus \( P \) is also an isolated prime ideal of \( I \) and \( f \in P \). Therefore,
\[
\bigcup_{i=1}^k \text{ap}(\text{Rep}(B_i)) \subseteq \{ P \in \text{ap}(\text{Rep}(F)) \mid f \in P \}.
\]

On the other hand, if \( P \in \text{ap}(\text{Rep}(F)) \) and \( f \in P \) then \( P \) is an isolated prime ideal
of \( I \) and therefore \( Q_{r+1} \cap \ldots \cap Q_s \not\subseteq P \). Let \( i \in \{1, \ldots, k\} \) with \( g_i \notin P \). Obviously \( P \in ap(\text{Rep}(B_i)) \) and the first equality in the specification of \( \text{split}_R \) is proved.

The correctness of the algorithm now follows from

\[
\text{ap}(\text{Rep}(G)) = \{ P | P \text{ isolated prime of } Q_{r+1} \cap \ldots \cap Q_s \} = \{ \sqrt{Q_i} | i \in \{r+1, \ldots, s\}, \sqrt{Q_i} \text{ isolated prime of } I \} = \{ P \in \text{ap}(\text{Rep}(F)) | f \notin P \}.
\]

If radicals are computable in \( K[x_1, \ldots, x_n] \) we could also define \( S \) as the set of finite bases of radicals unequal to \( K[x_1, \ldots, x_n] \). In this case the function \( \text{Rep} \) and the algorithm \( \text{split}_R \) are defined as above but \( \text{decompose}_R \) is now an algorithm which computes for an arbitrary finite subset \( F \) of \( K[x_1, \ldots, x_n] \) a finite basis of \( \sqrt{F} \).

(b) If \( K \) has characteristic 0 we can represent radicals by means of irreducible ascending sets: let \( S' \) be the set of irreducible ascending sets in \( K[x_1, \ldots, x_n] \) and \( S := S' \cup \{ \{0\} \} \). We define the function \( \text{Rep} \) by mapping \( \{0\} \) to the prime ideal \( \{0\} \) and every irreducible ascending set \( C \) to the prime ideal whose generic point is given by \( C \). The algorithm \( \text{decompose}_R \) is now the prime decomposition algorithm of Ritt. We can decide for every \( f \in K[x_1, \ldots, x_n] \) and every prime ideal \( P \subseteq K[x_1, \ldots, x_n] \) given by an irreducible ascending set whether \( f \in P \) using pseudodivision (Wu, 1984). Since \( \text{Rep}(A) \) is prime for every \( A \in S \) we obtain an algorithm \( \text{split}_R \). Therefore the set \( S \) together with the function \( \text{Rep} \) and these two algorithms is a system of prime representations.

4.2. Lifting theorem

If linear equations are solvable in \( R \) then linear equations are solvable in polynomial rings over \( R \). We will now prove a similar lifting theorem for systems of representations.

**Theorem 4.1.** (a) If there exists a system of (unmixed) representations in \( R \) then there exists a system of (unmixed) representations in \( R[x] \).
(b) Let \( (S, \text{Rep}, \text{decompose}_R, \text{split}_R) \) be a system of prime representations in \( R \). Assume that for every \( C \in S \) there exists an algorithm for expressing every non-constant element of \( K(P)[x] \) as a product of irreducible polynomials, where \( P := \text{Rep}(C) \). Then there exists a system of prime representations in \( R[x] \).

Throughout this section let \( (S, \text{Rep}, \text{decompose}_R, \text{split}_R) \) be a system of representations in \( R \).

For proving part (a) of Theorem 4.1 we first construct a set \( \bar{S} \) of finite subsets of \( R[x] \) and a function \( \overline{\text{Rep}} \) from \( \bar{S} \) to the set of radicals in \( R[x] \); we define \( \bar{S} \) as the union

\[
S \cup \bigcup_{C \in S} \{ C \cup \{ g \} | g \in R[x] \setminus R \text{ with } lc(g) \notin P \text{ for every } P \in \text{ap}(\text{Rep}(C)) \}
\]

and

for \( B \in S \):

\[
\overline{\text{Rep}}(B) := \{ f \in R[x] | f^P = 0 \text{ for every } P \in \text{ap}(\text{Rep}(B)) \},
\]

for \( B \in \bar{S} \setminus S \):

\[
\overline{\text{Rep}}(B) := \{ f \in R[x] | \text{squarefree}(f^P) \text{ divides } f^P \text{ in } K(P)[x] \text{ for every } P \in \text{ap}(\text{Rep}(B \cap R)) \},
\]

where \( \{ g \} = B \setminus R \).
For showing that $\overline{\text{Rep}}(B)$ is a radical for every $B \in \mathcal{S}$ we need the following lemma which is proved in Kalkbrener (1994).

**Lemma 4.1.** Let $I$ be an ideal in $R[x]$. Then the following three conditions are equivalent.

(a) $I$ is a prime ideal in $R[x]$.

(b) $I \cap R$ is prime in $R$. $J$ is prime in $K(I \cap R)[x]$ and $I (R/I \cap R)[x] = J \cap (R/I \cap R)[x]$, where $J$ is the ideal $IK(I \cap R)[x]$.

(c) $I \cap R$ is prime in $R$ and there exists a polynomial $q \in K(I \cap R)[x]$ which is either irreducible over $K(I \cap R)$ or zero and

\[ \text{for every } f \in R[x]: \quad f \in I \iff f^{I \cap R} \in \langle q \rangle. \]

**Lemma 4.2.** Let $B \in \mathcal{S}$. Then $\overline{\text{Rep}}(B)$ is a radical different from $R[x]$ and

\[ \text{height}(\overline{\text{Rep}}(B)) = \text{height}(\text{Rep}(B)) \quad \text{if } B \in S, \]

\[ \text{height}(\overline{\text{Rep}}(B)) = \text{height}(\text{Rep}(B \cap R)) + 1 \quad \text{if } B \notin S. \]

If $\text{Rep}(B \cap R)$ is unmixed then $\overline{\text{Rep}}(B)$ is unmixed.

**Proof:** Let $P_1, \ldots, P_r$ be the associated prime ideals of $\text{Rep}(B \cap R)$. If $B \in S$ then $\overline{\text{Rep}}(B) = \text{Rep}(B) \cap R[x]$ and therefore $\overline{\text{Rep}}(B)$ is a radical. The ideals $P_i R[x], \ldots, P_r R[x]$ are the associated prime ideals of $\overline{\text{Rep}}(B)$. By Theorem 2.1,

\[ \text{height}(\overline{\text{Rep}}(B)) = \text{height}(\text{Rep}(B)). \]

Therefore, if $\text{Rep}(B \cap R)$ is unmixed then $\overline{\text{Rep}}(B)$ is unmixed.

Now assume that $B = C \cup \{g\}$ for some $C \in S$ and $g \in R[x] \setminus R$ with $\text{lcm}(g) \notin P_i$ for every $i \in \{1, \ldots, r\}$. For $i \in \{1, \ldots, r\}$ let

\[ g^P_i = \text{lcm}(g^P_i) \cdot \prod_{j=1}^{l_i} q_{i,j}^{k_{i,j}} \]

be a factorization of $g^P_i$ in $K(P_i)[x]$. By the previous lemma, the set

\[ P_{ij} := \{ f \in R[x] \mid q_{i,j} \text{ divides } f^P_i \text{ in } K(P_i)[x] \} \]

is a prime ideal for every $j \in \{1, \ldots, l_i\}$. Obviously, $\overline{\text{Rep}}(B) = \bigcap P_{ij}$ and therefore $\overline{\text{Rep}}(B)$ is a radical. Since $P_{ij} \cap R = P_i$ and $P_i R[x] \neq P_{ij}$ for every $i \in \{1, \ldots, r\}$, $j \in \{1, \ldots, l_i\}$ it follows from Theorem 2.1 that

\[ \text{height}(\overline{\text{Rep}}(B)) = \text{height}(\text{Rep}(B \cap R)) + 1 \]

and $\overline{\text{Rep}}(B)$ is unmixed if $\text{Rep}(B \cap R)$ is unmixed. \(\square\)

We now come to the construction of an important algorithmic tool: an algorithm for computing gcd’s modulo radicals.

\[ \text{ggc}(B,C,F) \]

**Input:** $C$, an element of $S$.

$F = \{f_1, \ldots, f_k\}$, a finite subset of $R[x]$. 
Output: \{ (C_1, g_1), \ldots, (C_l, g_l) \}, where \( C_1, \ldots, C_l \in S \) and \( g_1, \ldots, g_l \in R[x] \) such that \( \text{ap}(\text{Rep}(C)) = \bigcup_{i=1}^l \text{ap}(\text{Rep}(C_i)) \) and for every \( i \in \{1, \ldots, l\} \) and \( P \in \text{ap}(\text{Rep}(C_i)) \):

1. \( g_i^P \) is the gcd of \( f_1^P, \ldots, f_l^P \) in \( K(P)[x] \) (up to a multiplicative constant) if \( F \neq \emptyset \) and \( g_i = 0 \) otherwise,
2. if \( g_i \neq 0 \) then \( \text{lc}(g_i) \notin P \),
3. \( g_i \in (\text{Rep}(C_i)) \cup F \).

If \( F \subseteq \{0\} \) then

\[ O := \{(C, 0)\} \]

else

\[ f := \text{a non-zero element in } F \text{ with minimal degree in } x \]
\[ F' := F \setminus \{f\} \]
\[ (M', M'') := \text{split}_R(C, \text{lc}(f)) \]
\[ h := f - \text{lm}(f) \]
\[ F'' := \{\text{pren}(g, f) \mid g \in F'\} \]

if \( F'' \subseteq \{0\} \) then

\[ O := \bigcup_{B' \in M'} \text{gcd}_R(B', F'' \cup \{h\}) \bigcup \bigcup_{B'' \in M''} \{(B'', f)\} \]

else

\[ O := \bigcup_{B' \in M'} \text{gcd}_R(B', F'' \cup \{h\}) \bigcup \bigcup_{B'' \in M''} \text{gcd}_R(B'', F'' \cup \{f\}) \]

end

return\((O)\)

**Proof of termination and correctness of \text{gcd}_R:** Let \( G \) be a finite non-empty subset of \( R[x] \). Define

\[ \text{sumdeg}(\emptyset) := 0 \quad \text{and} \quad \text{sumdeg}(G) := \sum_{g \in G} (\deg(g) + 1). \]

Let \( C \) and \( F \) be sets which satisfy the input specification. We will prove termination and correctness by induction on \text{sumdeg}(F).

It follows from \( \text{sumdeg}(F) > 0 \) that \( F \subseteq \{0\} \) and therefore termination and correctness are obvious.

Let \( \text{sumdeg}(F) > 0 \). Obviously, \( \text{sumdeg}(F' \cup \{h\}) < \text{sumdeg}(F) \). Furthermore, if \( F'' \subseteq \{0\} \) then \( \text{sumdeg}(F'' \cup \{f\}) < \text{sumdeg}(F) \). Hence, the termination of \text{gcd}_R immediately follows from the induction hypothesis.

The equality \( \text{ap}(\text{Rep}(C)) = \bigcup_{i=1}^l \text{ap}(\text{Rep}(C_i)) \) and condition 2 in the specification of \text{gcd}_R immediately follow from the specification of \text{split}_R \text{ and the induction hypothesis.} \]

Let \( (C_i, g_i) \) be an element of the output set and \( P \in \text{ap}(\text{Rep}(C_i)) \).

Assume that there exists a \( B' \in M' \) with \( (C_i, g_i) \in \text{gcd}_R(B', F'' \cup \{h\}) \). By the induction hypothesis, \( P \in \text{ap}(\text{Rep}(B')) \) and therefore \( \text{lc}(f) \in P \) by the specification of \text{split}_R. Hence, \( h^P = f^P \) and condition 1 follows from the induction hypothesis. Since \( \text{lc}(f) \in \text{Rep}(C_i) \), the polynomial \( h \) is in the ideal generated by \( \text{Rep}(C_i) \cup F \). Thus, condition 3 follows from the induction hypothesis.

If there exists a \( B'' \in M'' \) with \( (B'', f) = (C_i, g_i) \) then conditions 1 and 3 are obviously satisfied. Otherwise, there exists a \( B'' \in M'' \) with \( (C_i, g_i) \in \text{gcd}_R(B'', F'' \cup \{f\}) \). By the induction hypothesis, \( P \in \text{ap}(\text{Rep}(B'')) \) and therefore \( \text{lc}(f) \notin P \) by the specification
of split\(_R\). Therefore, the polynomials in the set \(\{g^P \mid g \in F\}\) and the polynomials in the set \(\{g^P \mid g \in F'' \cup \{f\}\}\) have the same gcd and condition 1 follows from the induction hypothesis. Condition 3 follows from the fact that \(F'' \cup \{f\}\) is a subset of \(\langle F \rangle\) and the induction hypothesis. \(\square\)

Using this algorithm we construct decompose\(_{R[x]}\).

\[
\text{decompose}_{R[x]}(F)
\]

**Input:** \(F\), a finite subset of \(R[x]\).

**Output:** \(\{C_1, \ldots, C_r\}\), a subset of \(\bar{S}\) with \(\sqrt{F} = \bigcap_{i=1}^r \overline{\text{Rep}}(C_i)\).

\(M := \text{decompose}_R(F \cap R)\)

forall \(C \in M\) do

\[
\begin{align*}
\{(C_1, g_1), \ldots, (C_k, g_k)\} &:= \text{gcd}_{R[x]}(C, F) \\
J_C &:= \{i \in \{1, \ldots, k\} \mid g_i \neq 0\} \\
O_C &:= \{C_i \mid i \in \{1, \ldots, k\} \setminus J_C\} \cup \{C_i \cup \langle g_i \rangle \mid i \in \{1, \ldots, k\}, g_i \notin R\} \cup \bigcup_{i \in J_C} \text{decompose}_{R[x]}(F \cup \{\text{lc}(g_i)\})
\end{align*}
\]

end

return \(\bigcup_{C \in M} O_C\)

**Proof of termination of decompose\(_{R[x]}\):** Let \(F\) be a finite subset of \(R[x]\) and \(C \in M\). It follows from the specification of \(\text{gcd}_{R[x]}\) that for every \(i \in J_C\) the leading coefficient of \(g_i\) is not in \(\text{Rep}(C_i)\) and therefore not in \(\langle F \cap R \rangle\). Since \(R\) is Noetherian decompose\(_{R[x]}\) terminates. \(\square\)

It is well-known (see, for instance, (Becker and Weispfenning 1993, Lemma 8.95)) that for an ideal \(I \subseteq R[x]\) and \(f \in R[x]\)

\[
\sqrt{I} = \sqrt{I : f^\infty} \cap \sqrt{I \cup \{f\}}.
\] (4.1)

We will now show that the correctness of decompose\(_{R[x]}\) is based on this fundamental decomposition formula.

**Lemma 4.3.** Let \(C \in S\) and \(g \in R[x]\) such that \(C \cup \{g\} \in \bar{S}\). Then

\[
\sqrt{(\text{Rep}(C) \cup \{g\}) : \text{lc}(g)^\infty} = \overline{\text{Rep}}(C \cup \{g\}).
\]

If \(g^P \in K(P)[x]\) is squarefree for every \(P \in \text{ap}(\text{Rep}(C))\) then

\[
\text{(Rep}(C) \cup \{g\}) : \text{lc}(g)^\infty = \overline{\text{Rep}}(C \cup \{g\}).
\]

**Proof:** Let \(f \in R[x]\). If \(f \in (\text{Rep}(C) \cup \{g\}) : \text{lc}(g)^\infty\) then \(g^P\) divides \(f^P\) in \(K(P)[x]\) for every \(P \in \text{ap}(\text{Rep}(C))\) and therefore \(f \in \overline{\text{Rep}}(C \cup \{g\})\). Since \(\overline{\text{Rep}}(C \cup \{g\})\) is a radical,

\[
\sqrt{(\text{Rep}(C) \cup \{g\}) : \text{lc}(g)^\infty} \subseteq \overline{\text{Rep}}(C \cup \{g\}).
\] (4.2)

On the other hand, if \(f \in \overline{\text{Rep}}(C \cup \{g\})\) then there exists a natural number \(m\) such that \(g^P\) divides \((f^m)^P\) for every \(P \in \text{ap}(\text{Rep}(C))\). Thus, \(\text{prem}(f^m, g)^P = 0\) for every \(P \in \text{ap}(\text{Rep}(C))\) and therefore \(\text{prem}(f^m, g) \in \overline{\text{Rep}}(C)\) and \(f^m \in \langle \text{Rep}(C) \cup \{g\} \rangle : \text{lc}(g)^\infty\). Together with (4.2) this completes the proof of the first equality.
If \( g^P \) is squarefree for every \( P \in \text{ap}(\text{Rep}(C)) \) we can choose \( m \) as 1 and the second equality immediately follows. \( \square \)

**Proof of correctness of decompose\(_{R[x]}\):** Let \( O \) be the output set with input \( F \). We will show correctness by induction.

**Induction basis:** \( (F \cap R) = R \). Then the output set \( O \) is empty and correctness is obvious.

**Induction step:** \( (F \cap R) \neq R \). It follows from the specification of \( \text{ggcd}_{R[x]} \), the definition of \( \text{Rep} \) and the induction hypothesis that \( \sqrt{F} \subseteq \bigcap_{A \in O} \text{Rep}(A) \). It remains to show that for every prime ideal \( P \) with \( \sqrt{F} \subseteq P \) there exists an \( A \in O \) with \( \text{Rep}(A) \subseteq P \).

Obviously, there exists a \( C \in M \) and an \( i \in \{1, \ldots, k\} \) with \( \text{Rep}(C_i) \cup \{g_i\} \subseteq P \), where \( \{(C_1, g_1), \ldots, (C_k, g_k)\} := \text{ggcd}_{R[x]}(C, F) \). If \( g_i = 0 \) then \( (4.3) \) is obviously satisfied. Otherwise, by \( (4.1) \),
\[
\sqrt{I} = \sqrt{I : \text{lcf}(g_i)} \cap \sqrt{I \cup \{\text{lcf}(g_i)\}},
\]
where \( I := (\text{Rep}(C_i) \cup \{g_i\}) \). Therefore, by Lemma 4.3,
\[
\text{Rep}(C \cup \{g_i\}) \subseteq P \quad \text{or} \quad \text{lcf}(g_i) \in P.
\]

In the second case \( (4.3) \) follows from the induction hypothesis. \( \square \)

It remains to construct the algorithm \( \text{split}_{R[x]} \). First we need a subalgorithm which computes for given polynomials \( f, g \) the biggest factor \( h \) of \( f \) such that \( h \) and \( g \) are relatively prime.

Let \( f, g \in K[x] \) with \( f \neq 0 \) and \( f = \text{lcf}(f) \cdot \prod_{m=1}^{r} p_m^{l_m} \) a factorization into irreducible monic factors. Define \( M := \{m \in \{1, \ldots, r\} \mid p_m \text{ does not divide } g\} \) and
\[
h := \prod_{m \in M} p_m^{l_m} \quad \text{if } M \neq \emptyset \quad \text{and} \quad h := 1 \quad \text{if } M = \emptyset.
\]

Note that \( h \) and \( g \) are relatively prime and that \( h \) is the biggest factor of \( f \) with this property. We denote \( h \) by \( \text{rp}(f, g) \).

**relatively_prime\(_{R[x]}(C, f, g)\)**

**Input:** \( C \), an element of \( S \), \( f, g \), polynomials in \( R[x] \) such that \( \text{lcf}(f) \notin P \) for every \( P \in \text{ap}(\text{Rep}(C)) \).

**Output:** \( \{(C_1, f_1), \ldots, (C_s, f_s)\} \), where \( C_1, \ldots, C_s \in S \) and \( f_1, \ldots, f_s \in R[x] \) such that \( \text{ap}(\text{Rep}(C)) = \bigcup_{i=1}^{s} \text{ap}(\text{Rep}(C_i)) \) and for every \( i \in \{1, \ldots, s\} \) and \( P \in \text{ap}(\text{Rep}(C_i)) \) and some non-zero constant \( c \in K(P) \)
\[
f_i^P = c \cdot \text{rp}(f^P, g^P) \quad \text{and} \quad \text{lcf}(f_i) \notin P.
\]
\[
\{(D_1, g_1), \ldots, (D_r, g_r)\} := \text{ggcd}_{R[x]}(C, \{f, g\})
\]
\[
J := \{ j \in \{1, \ldots, r \} \mid g_j \notin R \}
\]
\[
O := \{(D_j, f) \mid j \in \{1, \ldots, r \} \setminus J \} \cup \bigcup_{j \in J} \text{relatively_prime}_{R[x]}(D_j, \text{pquo}(f, g_j), g)
\]
return \( O \)

**Proof of termination and correctness of relatively_prime\(_{R[x]}\):** Let \( C, f, g \) satisfy the input specification and let \( (C_i, f_i) \) be an element of the output \( \{(C_1, f_1), \ldots, (C_s, f_s)\} \) of \( \text{relatively_prime}_{R[x]} \). We do the proof by induction on \( \deg(f) \).
If \( \deg(f) = 0 \) termination and correctness follow from the specification of \( \text{gcd} \).

Let \( \deg(f) > 0 \). Obviously, \( \text{lcm}(pquo(f, g_j)) \notin P \) and \( \deg(f) > \deg(pquo(f, g_j)) \) for every \( j \in J \) and \( P \in \text{ap}(\text{Rep}(D_j)) \). Therefore, \( D_j, pquo(f, g_j), g \) satisfy the input specification of \( \text{relatively prime}_{R[x]} \) and the algorithm terminates.

It follows from the specification of \( \text{gcd}_{R[x]} \) that \( \text{ap}(\text{Rep}(C)) = \bigcup_{j=1}^{r} \text{ap}(\text{Rep}(C_j)) \) and \( \text{lcm}(f_i) \notin P \) for every \( P \in \text{ap}(\text{Rep}(C_i)) \). If \((C_i, f_i) = (D_j, f)\) for some \( j \in \{1, \ldots, r\} \setminus J \) then \( g_j \in R \). Therefore, \( f^P \) and \( g^P \) are relatively prime for every \( P \in \text{ap}(\text{Rep}(C_i)) \) and correctness is obvious. Otherwise, there exists a \( j \in J \) such that \((C_i, f_i)\) is an element of the output of \( \text{relatively prime}_{R[x]} \) with input \( D_j, pquo(f, g_j), g \). By definition of \( g_j \),

\[
\text{rpf}(f^P, g^P) = \text{rpf}(pquo(f, g_j)^P, g^P) \quad \text{for every } P \in \text{ap}(\text{Rep}(D_j)).
\]

Therefore correctness follows from the induction hypothesis. \( \square \)

\( \text{split}_{R[x]}(C, f) \)

**Input:** \( C \), an element of \( \bar{S} \),

\( f \), a polynomial in \( R[x] \).

**Output:** \( \{(B_1, \ldots, B_r), (C_1, \ldots, C_s)\} \), a pair of subsets of \( \bar{S} \) such that

\[
\bigcup_{i=1}^{r} \text{ap}(\text{Rep}(B_i)) = \{ P \in \text{ap}(\text{Rep}(C)) \mid f \in P \}, \quad (4.4)
\]

\[
\bigcup_{i=1}^{s} \text{ap}(\text{Rep}(C_i)) = \{ P \in \text{ap}(\text{Rep}(C)) \mid f \notin P \}. \quad (4.5)
\]

\[
\{(D_1, g_1), \ldots, (D_m, g_m)\} := \text{gcd}_{R[x]}(C \cap R, (C \setminus R) \cup \{f\})
\]

if \( C \subseteq R \) then

\[
O_1 := \{ D_j \mid j \in \{1, \ldots, m\} \text{ and } g_j = 0 \}
\]

\[
O_2 := \{ D_j \mid j \in \{1, \ldots, m\} \text{ and } g_j \neq 0 \}
\]

else

\[
O_1 := \{ D_j \cup \{g_j\} \mid j \in \{1, \ldots, m\} \text{ and } g_j \notin R \}
\]

\[
g := \text{the only element in } C \setminus R
\]

\[
\{(E_1, h_1), \ldots, (E_k, h_k)\} := \text{relatively prime}_{R[x]}(C \cap R, g, f)
\]

\[
O_2 := \{ E_j \cup \{h_j\} \mid j \in \{1, \ldots, k\} \text{ and } h_j \notin R \}
\]

end

return((O_1, O_2))

**Proof of termination and correctness of \( \text{split}_{R[x]} \):** Since \( \text{split}_{R[x]} \) obviously terminates it remains to show its correctness. Let \( C \) and \( f \) satisfy the input specification and let \( \{(B_1, \ldots, B_r), (C_1, \ldots, C_s)\} \) be the output of \( \text{split}_{R[x]} \) with input \( C \) and \( f \). It immediately follows from the specifications of \( \text{gcd}_{R[x]} \) and \( \text{relatively prime}_{R[x]} \) that \( \{B_1, \ldots, B_r\} \) and \( \{C_1, \ldots, C_s\} \) are subsets of \( \bar{S} \). Let \( P \) be a prime ideal in \( R[x] \).

**Case:** \( C \subseteq R \).

...
\[ P \in \text{ap}(\overline{\text{Rep}(B_i)}) \text{ for some } i \in \{1, \ldots, r\} \]

\[ P = (P \cap R) R[x] \text{ and } P \cap R \in \text{ap}(\overline{\text{Rep}(C)}) \text{ and } f^{P \cap R} = 0 \]

\[ P \in \text{ap}(\overline{\text{Rep}(C)}) \text{ and } f \in P. \]

Equality (4.5) can be shown in the same way.

**Case:** \( C \not\subseteq R. \)

Denote the element of \( C \setminus R \) by \( g \) and the set \( \{j \in \{1, \ldots, m\} | g_j \not\in R\} \) by \( J \).

\[ P \in \text{ap}(\overline{\text{Rep}(B_i)}) \text{ for some } i \in \{1, \ldots, r\} \]

\[ \text{iff } P \in \text{ap}(\overline{\text{Rep}(D_j \cup \{g\})}) \text{ for some } j \in J \]

\[ \text{iff there exists a } j \in J \text{ and an irreducible factor } q \in K(P \cap R)[x] \text{ of } g_j^{P \cap R} \text{ with} \]

\[ P = \{h \in R[x] | q \text{ divides } h^{P \cap R}\} \text{ and } P \cap R \in \text{ap}(\overline{\text{Rep}(D_j)}) \]

\[ \text{iff there exists an irreducible } q \in K(P \cap R)[x] \text{ which divides } g^{P \cap R} \text{ and } f^{P \cap R}, \]

\[ P = \{h \in R[x] | q \text{ divides } h^{P \cap R}\} \text{ and } P \cap R \in \text{ap}(\overline{\text{Rep}(C \cap R)}) \]

\[ \text{iff } P \in \text{ap}(\overline{\text{Rep}(C)}) \text{ and } f \in P. \]

Equality (4.5) can be shown in the same way. \( \square \)

Therefore part (a) in Theorem 4.1 is proved. Before we give the proof of part (b) we compute a simple example and show how \texttt{decompose} can be applied to geometry theorem proving.

**Example 4.2.** First of all, we construct a system of unmixed representations \( (S, \text{Rep}, \texttt{decompose}_Q, \texttt{split}_Q) \) in \( Q \):

\[ S := \{\emptyset\}, \quad \text{Rep}(\emptyset) := \{0\}, \]

for input \( \emptyset \) or \( \{0\} \) \texttt{decompose}_Q returns \( \{\emptyset\} \) and \( \emptyset \) otherwise and \texttt{split}_Q(\emptyset, a) is \( (\{\emptyset\}, \emptyset) \) if \( a = 0 \) and \( (\emptyset, \{\emptyset\}) \) otherwise. Using the constructions in the proof of Theorem 4.1(a) we obtain a system of unmixed representations in every multivariate polynomial ring over \( Q \). In particular, let \( (S, \overline{\text{Rep}}, \texttt{decompose}_{Q[x,y]}, \texttt{split}_{Q[x,y]}) \) be a system of unmixed representations in \( Q[x, y] \).

We will now compute for \( F := \{y^2 + x, xy + x^2\} \) elements \( A_1, \ldots, A_r \) of \( S \) with

\[ \sqrt{F} = \bigcap_{i=1}^r \overline{\text{Rep}(A_i)}. \]

**Computation of \texttt{decompose}_{Q[x,y]}(\{y^2 + x, xy + x^2\}):**

\( \{\emptyset\} = \texttt{decompose}_{Q[x]}(\emptyset), \)

\( \{(\emptyset, x^4 + x^2)\} = \texttt{ggcd}_{Q[x,y]}(\emptyset, \{y^2 + x, xy + x^2\}). \)
Therefore,
\[
\text{decompose}_{\mathbb{Q}(x,y)}\left((y^2 + x, xy + x^2)\right) = \text{decompose}_{\mathbb{Q}(x,y)}\left(\{x^4 + x^3, y^2 + x, xy + x^2\}\right).
\]

**Computation of decompose_{\mathbb{Q}(x,y)}(\{x^4 + x^3, y^2 + x, xy + x^2\}):**

\[
\{\{x^4 + x^3\}\} = \text{decompose}_{\mathbb{Q}(x)}(\{x^4 + x^3\}).
\]

This time the gcd of \(y^2 + x\) and \(xy + x^2\) has to be computed modulo the radical \(\langle x^2 + x \rangle\), i.e.
we have to compute
\[
\text{gcd}_{\mathbb{Q}(x,y)}(\{x^4 + x^3\}, \{x^4 + x^3, y^2 + x, xy + x^2\}).
\]

In the course of the computation we divide \(y^2 + x\) by \(xy + x^2\). Since the associated primes of \(x^2 + x\) are \(\langle x \rangle\) and \(\langle x + 1 \rangle\) and the leading coefficient of \(xy + x^2 \in \mathbb{Q}[x][y]\) is in \(\langle x \rangle\) but not in \(\langle x + 1 \rangle\) the computation splits:

\[
\text{gcd}_{\mathbb{Q}(x,y)}(\{x^4 + x^3\}, \{x^4 + x^3, y^2 + x, xy + x^2\}) =
\]

\[
\text{gcd}_{\mathbb{Q}(x,y)}(\{x\}, \{0, y^2 + x, x^2\}) \cup \text{gcd}_{\mathbb{Q}(x,y)}(\{x + 1\}, \{0, xy + x^2, x^4 + x^3\}) =
\]

\[
\{(x), \{y^2 + x\}, \{(x + 1), xy + x^2\}\}.
\]

Therefore, we obtain
\[
\text{decompose}_{\mathbb{Q}(x,y)}(\{y^2 + x, xy + x^2\}) = \{(x, y^2 + x), \{x + 1, xy + x^2\}\}.
\]

The structure of \(\text{decompose}_{\mathbb{R}[x]}\) is simple. Elimination is done by the subalgorithm \text{gcd} and not by characteristic set computations as in Ritt’s prime decomposition algorithm. Each time \text{gcd} is called it computes new information about the elimination ideal of the input ideal. This information is used in the next approximation step.

**Example 4.3.** In the late 70’s and early 80’s the work of Wu Wen-tsun (Wu 1978, 1984) has renewed the interest in algebraic approaches to automated geometry theorem proving. In the following years it was demonstrated in a number of papers (see, for instance, Chou (1988), Chou and Gao (1990), Ko and Hussain (1985), Kapur and Wan (1990), Wang (1995), Chou and Schelter (1986), Kapur (1986), Kutzler and Stifter (1986)) that the characteristic set method of Ritt and Wu as well as the Gröbner basis algorithm are useful tools for proving theorems in Euclidean geometry although the applicability of the algebraic approach based on these methods is limited by the following two restrictions:

(a) Geometrical statements cannot be decided in real space but only in complex space. Therefore theorems in real geometry can only be confirmed by proving them in complex space but they cannot be disproved.

(b) This approach only works for those geometrical statements whose hypotheses and conclusions can be translated into algebraic equations.

The reason for the first restriction is that methods like Gröbner bases or characteristic sets can decide the solvability of a system of algebraic equations over algebraically closed fields only. Fortunately it has turned out that only very few geometrical statements hold over the reals but not over the complex. See MacLane 83 in Kutzler (1988) for an example. Because of the second restriction we can use this algebraic approach to prove theorems about incidence, parallelism, perpendicularity, cocircularity, congruence, etc., but not about “betweeness”, because no order predicate is available.
Often a geometrical statement is true only in a “generic” sense, i.e. after certain degenerate situations have been ruled out. Such degenerate situations typically occur when triangles collapse to a line segment, circles to a point, etc. and they are usually not explicitly mentioned. An automatic procedure for proving geometrical statements has to be able to deal with this problem, that means it has to be able to automatically find suitable nondegeneracy conditions which make the statement a theorem, if such conditions exist at all.

Hence this algebraic approach to automated geometry theorem proving leads to the following algebraic problem. Let \( h_1, \ldots, h_m \) and \( c \) be polynomials in \( \mathbb{Q}[x_1, \ldots, x_n] \) obtained by translating the hypotheses and conclusion of a geometrical statement into algebraic equations. During this translation process a set \( X \subset \{ x_1, \ldots, x_n \} \) of independent variables w.r.t. \( \langle h_1, \ldots, h_m \rangle \) can be identified. We assume without loss of generality that \( X = \{ x_1, \ldots, x_t \} \). Now the problem is to decide whether there exists a \( d \) in \( \mathbb{Q}[x_1, \ldots, x_t] \setminus \{ 0 \} \) such that for all \( a \) in \( \mathbb{C}^n \)

\[
(h_1(a) = \ldots = h_m(a) = 0 \land d(a) \neq 0) \Rightarrow c(a) = 0,
\]

and, if so, to find such a nondegeneracy condition \( d \).

For a subset \( F \) of \( \mathbb{Q}[x_1, \ldots, x_n] \) let \( V(F) \) denote the variety of \( F \) in \( \mathbb{C}^n \), i.e.

\[
V(F) = \{ a \in \mathbb{C}^n \mid f(a) = 0 \text{ for every } f \in F \}.
\]

Let \( V(\{ h_1, \ldots, h_r \}) = \cup V_i \) be a decomposition into irreducible varieties. We may assume that for some \( k \in \{0, \ldots, l\} \) no non-zero element of \( \mathbb{Q}[x_1, \ldots, x_t] \) vanishes on \( V_i \) for \( i \in \{1, \ldots, l\} \) but there exists a non-zero \( d_j \in \mathbb{Q}[x_1, \ldots, x_t] \) which vanishes on \( V_j \) for \( j \in \{l + 1, \ldots, k\} \). Define \( V' := \cup_{i=1}^{l} V_i \) and \( V'' := \cup_{j=l+1}^{k} V_j \). Obviously, (4.6) is true if and only if \( c \) vanishes on \( V' \).

\[
(4.7)
\]

In this case \( \prod_{j=l+1}^{k} d_j \) is a nondegeneracy condition. Hence the correctness of (4.6) can be decided by decomposing \( V \) into \( V' \cup V'' \) and by deciding (4.7).

We will now apply systems of representations to this problem. We construct a system of unmixed representations \( (S, \text{Rep}, \text{decompose}_R, \text{split}_R) \) in \( R := \mathbb{Q}[x_1, \ldots, x_n] \) as in the previous example. For the hypotheses polynomials \( h_1, \ldots, h_m \) we compute \( C_1, \ldots, C_r \in S \) with

\[
\sqrt{\{ h_1, \ldots, h_m \}} = \bigcap_{i=1}^{r} \text{Rep}(C_i)
\]

using \( \text{decompose}_R \). W.l.o.g. we assume that there exists an \( s \in \{0, \ldots, r\} \) such that \( C_i \cap \mathbb{Q}[x_1, \ldots, x_t] = \emptyset \) for \( i \in \{ 1, \ldots, s \} \) and \( C_j \cap \mathbb{Q}[x_1, \ldots, x_t] \neq \emptyset \) for \( j \in \{ s+1, \ldots, r \} \). Obviously,

\[
V' = \bigcup_{i=1}^{s} V(\overline{\text{Rep}}(C_i)) \quad \text{and} \quad V'' = \bigcup_{j=s+1}^{r} V(\overline{\text{Rep}}(C_j))
\]

and therefore (4.6) holds if and only if the conclusion polynomial \( c \) vanishes on the variety of \( \text{Rep}(C_i) \) for every \( i \in \{ 1, \ldots, s \} \). This can be easily checked using \( \text{split}_R \).

We illustrate this procedure by means of the

**Apollonios’ Circle Theorem:** The altitude pedal of the hypotenuse of a right-angled triangle and the midpoints of the three sides of the triangle lie on a circle.
We use the algebraic formulation given in Buchberger (1987). We have 8 hypotheses polynomials \( h_1, \ldots, h_8 \) in \( R := \mathbb{Q}[x_1, x_2, \ldots, x_{10}] \):

\[
\begin{align*}
  &h_1 := 2x_3 - x_1, &h_5 := (x_7 - x_3)^2 + x_2^2 - (x_7 - x_4)^2 - (x_8 - x_5)^2, \\
  &h_2 := 2x_4 - x_1, &h_6 := (x_7 - x_3)^2 + x_2^2 - (x_8 - x_6)^2 - x_7^2, \\
  &h_3 := 2x_5 - x_2, &h_7 := (x_9 - x_1)x_2 + x_1x_{10}, \\
  &h_4 := 2x_6 - x_2, &h_8 := -x_1x_9 + x_2x_{10}.
\end{align*}
\]

The conclusion is

\[
c := (x_7 - x_3)^2 + x_2^2 - (x_7 - x_9)^2 - (x_8 - x_{10})^2.
\]

The set of independent variables is \( \{x_1, x_2\} \).

We compute \( \text{decompose}_R(\{h_1, \ldots, h_8\}) \) using our test implementation in Maple (see Subsection 4.3). The output set consists of 4 subsets of \( \mathbb{Q}[x_1, \ldots, x_{10}] \):

\[
\begin{align*}
  &C_1 := \{x_1x_{10} + x_2x_9 - x_2x_1, -x_7^2x_9 - x_2^2x_9 + x_2^2x_1, 4x_8 - x_2, -4x_7 + x_1, \\
  &\quad 2x_6 - x_2, 2x_5 - x_2, 2x_4 - x_1, 2x_3 - x_1\}, \\
  &C_2 := \{x_{10}, x_9, 4x_8 - x_2, 2x_6 - x_2, 2x_5 - x_2, x_4, x_3, x_1\}, \\
  &C_3 := \{x_{10}, x_9, -4x_7 + x_1, x_6, x_5, 2x_4 - x_1, 2x_3 - x_1, x_2\}, \\
  &C_4 := \{x_6, x_5, x_4, x_3, x_2, x_1\}.
\end{align*}
\]

Only \( C_1 \) does not contain an element of \( \mathbb{Q}[x_1, x_2] \). Thus we can check whether the Apollonios' Circle Theorem is true by computing \( \text{split}_R(C_1, c) \). It turns out that \( c \) vanishes on the variety of \( \text{Rep}(C_1) \). Hence Apollonios' Circle Theorem is true and the polynomial \( x_1x_2 \) is a nondegeneracy condition, because \( x_1 \) is in \( C_2 \) and \( C_4 \) is in \( C_3 \).

An alternative strategy for deciding the correctness of a geometrical statement is based on localization: we add the negated conclusion to the hypotheses polynomials and use this enlarged set as input for \( \text{decompose} \). It can be easily shown (Kalkbrener, 1995) that the geometrical statement is true if and only if every element \( B_i \) of the output set \( \{B_1, \ldots, B_r\} \) contains a polynomial \( g_i \in \mathbb{Q}[x_1, \ldots, x_l] \). In this case the product \( \prod_{i=1}^{r} g_i \) is a nondegeneracy condition. Therefore, for proving Apollonios' Circle Theorem we have to compute \( \text{decompose}_{R[x_1]}(\{h_1, \ldots, h_8, cx_{11} - 1\}) \), where \( x_{11} \) is a new variable. The output set only contains \( C := C_4 \cup \{cx_{11} - 1\} \). Since \( C \cap \mathbb{Q}[x_1, x_2] = \{x_1, x_2\} \), Apollonios' Circle Theorem is true and \( x_1 \) and \( x_2 \) are both nondegeneracy conditions.

Sometimes it is important to find the simplest nondegeneracy condition with respect to some criterion. Our approach can be used for constructing the simplest nondegeneracy condition with respect to a lexicographical degree ordering (see Kalkbrener (1995)). A different approach to the computation of simplest nondegeneracy conditions can be found in Winkler (1990).

Part (b) of Theorem 4.1 has already been proved in Kalkbrener (1994). We review the constructions in this paper.

Even if \( (S, \text{Rep}, \text{decompose}_R, \text{split}_R) \) is a system of prime representations the system of representations in \( R[x] \) constructed in part (a) is not. We therefore have to modify our constructions. We assume that \( (S, \text{Rep}, \text{decompose}_R, \text{split}_R) \) is a system of prime representations and define a new set \( \bar{S} \) and a new function \( \text{Rep} \):

\[
\bar{S} := S \cup \bigcup_{c \in \bar{S}} \{C \cup \{f\} \mid f \in R[x] \text{ such that } f^P \text{ is irreducible over } K(P_C)\},
\]
where $P_C := \text{Rep}(C)$, and

$$
\text{for } B \in S: \quad \overline{\text{Rep}}(B) := \{ f \in R[x] \mid f^P = 0 \}, \quad \text{where } P := \text{Rep}(B),
$$

$$
\text{for } B \in \bar{S} \setminus S: \quad \overline{\text{Rep}}(B) := \{ f \in R[x] \mid g^P \text{ divides } f^P \text{ in } K(P)[x] \},
$$

where $\{g\} = B \setminus R$ and $P := \text{Rep}(B \cap R)$.

It follows from Lemma 4.1 that $\overline{\text{Rep}}(B)$ is a prime ideal for every $B \in \bar{S}$. If $B \in \bar{S}$ is given membership for $\overline{\text{Rep}}(B)$ can be algorithmically decided using pseudodivision. Since $\overline{\text{Rep}}(B)$ is a prime ideal for every $B \in \bar{S}$ the construction of $\text{split}_{R[x]}$ is trivial.

It remains to construct the algorithm $\text{decompose}_{R[x]}$. Since we are working with prime ideals instead of radicals we can replace $\text{ggcd}_{R[x]}$ by the following simpler algorithm: using $\text{split}_R$ we can algorithmically decide for every $C \in S$ and $f \in R$ whether $f \in \text{Rep}(C)$. Hence, using pseudodivision we can easily construct an algorithm that satisfies the following specification.

$$
\text{gcd}_{R[x]}(C, F)
$$

**Input:** $C$, an element of $S$.

$F = \{f_1, \ldots, f_r\}$, a non-empty finite subset of $R[x]$.

**Output:** $g$, a polynomial in $(P \cup F)$ such that $g^P$ is the greatest common divisor of $f_1^P, \ldots, f_r^P$ in $K(P)[x]$ (up to a multiplicative constant), where $P := \text{Rep}(C)$.

By assumption, there exists the following factorization algorithm.

$$
\text{factor}_{R[x]}(C, f)
$$

**Input:** $C$, an element of $S$.

$f$, a polynomial in $R[x]$ with $f^P \neq 0$, where $P := \text{Rep}(C)$.

**Output:** $\{g_1, \ldots, g_k\}$, a set of polynomials in $R[x]$ such that $\text{lc}(g_i) \notin P$ and $g_i^P$ is either constant or irreducible over $K(P)$ for every $i \in \{1, \ldots, k\}$ and there exists a $q$ in $R$ with $q^P \cdot f^P = \prod_{i=1}^k g_i^P$.

Using these algorithms we construct $\text{decompose}_{R[x]}$:

$$
M := \text{decompose}_R(F \cap R)
$$

forall $C \in M$

if $f^{\text{Rep}(C)} = 0$ for every $f \in F$ then

$O_C := \{C\}$

else

$g := \text{gcd}_{R[x]}(C, F)$

$\{g_1, \ldots, g_k\} := \text{factor}_{R[x]}(C, g)$

$O_C := \{C \cup \{g_i\} \mid i \in \{1, \ldots, k\}, \ g_i \notin R\} \cup \bigcup_{i=1}^k \text{decompose}_{R[x]}(F \cup \{\text{lc}(g_i)\})$

end

return($\bigcup_{C \in M} O_C$)

Note that in general $\text{decompose}_{R[x]}$ does not compute an irreducible prime decomposition of a given radical.
The proof of termination and correctness of $\text{decompose}_{R[x]}$ can be found in Kalkbrener (1994). It is based on the following modification of Lemma 4.3.

**Lemma 4.4.** Let $C \in S$ and $f \in R[x]$ such that $\text{lc}(f) \notin P$ and $f^P$ is irreducible over $K(P)$, where $P := \text{Rep}(C)$. Then

$$\langle P \cup \{f\} \rangle : \text{lc}(f)^\infty = \text{Rep}(C \cup \{f\}).$$

### 4.3. Implementation and Complexity Issues

We are currently experimenting with an implementation of the algorithm $\text{decompose}$ developed in the proof of Theorem 4.1(a). This implementation is written in Maple and works for multivariate polynomial rings over the rationals only.

For implementing $\text{decompose}$ efficiently it is necessary to modify the subalgorithm $\text{ggcd}$. Otherwise the enormous coefficient growth caused by the pseudodivisions in $\text{ggcd}$ will lead to an unacceptable performance of the whole algorithm. For controlling the coefficient growth subresultant techniques (Collins (1967), Brown and Traub (1971)) or trial division can be used (Hearn (1979), Stoutemyer (1985)). Furthermore, in the current implementation the polynomials computed by $\text{ggcd}$ are factored in order to keep the intermediate polynomials as small as possible.

The computation usually splits into lots of different branches. Many of these branches lead to the computation of superfluous components. In order to avoid some of these unnecessary computations Krull’s Primidealkettensatz (see, for instance, (Zariski and Samuel 1975, p.240)) is used: the components with height greater than the cardinality of the input set are removed. Because of the recursive structure of $\text{decompose}$ this criterion is useful even if the input ideal is 0-dimensional.

Despite of these improvements large intermediate polynomials have been computed in some of the examples. This phenomenon is easy to understand. During the computation of $\text{decompose}(F)$, where $F \subseteq \mathbb{Q}[x_1,\ldots,x_n]$, approximations of the elimination ideals of $\sqrt{F}$ are computed. These approximations are improved step by step till the elimination ideals are finally obtained. Sometimes the first approximations are much smaller than the elimination ideals and generated by rather large polynomials. Some of these large polynomials are constructed during the computation. For instance, the computation of Fee’s system (see (Czapor and Geddes 1986, Problem 5) or (Czapor 1989, Problem 4)) with order $c > d > q > b > p$ could not be completed because of too large intermediate polynomials. However, the current implementation of $\text{decompose}$ performed rather well in most of the examples we computed.

**Example 4.4.** The following class of examples is rather popular in the computer algebra literature. For any natural number $n$ define

\[
\begin{align*}
 f_1 &:= x_1 + x_2 + \ldots + x_{n-1} + x_n, \\
 f_2 &:= x_1x_2 + x_2x_3 + \ldots + x_{n-1}x_n + x_nx_1, \\
 & \hspace{1cm} \vdots \\
 f_{n-1} &:= x_1x_2 \cdots x_{n-1} + x_2x_3 \cdots x_n + \ldots + x_{n-1}x_n \cdots x_{n-3} + x_nx_1 \cdots x_{n-2}, \\
 f_n &:= x_1x_2 \cdots x_n - 1.
\end{align*}
\]

We choose $n = 5$. The computation of a Gröbner basis is already rather time-consuming
if a purely lexicographic order is used. The polynomials \( f_1, \ldots, f_5 \) have 70 common solutions (Lazard, 1992). The algorithm \texttt{decompose} computes a decomposition
\[
\sqrt{\{f_1, \ldots, f_5\}} = I_1 \cap \ldots \cap I_{15},
\]
where each \( I_j \) is a radical with at most 12 zeros. The computing time on a Sparc 4 is 659 seconds.

The following examples are taken from Böge et al. (1986). The computing times are given in seconds. The computations have been done on a Sparc 4.

<table>
<thead>
<tr>
<th>Name</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trinks1</td>
<td>8</td>
</tr>
<tr>
<td>Katsura4</td>
<td>113</td>
</tr>
<tr>
<td>Rose</td>
<td>2084</td>
</tr>
<tr>
<td>Hairer2</td>
<td>164</td>
</tr>
<tr>
<td>Butcher</td>
<td>162</td>
</tr>
</tbody>
</table>

The variables have been ordered as in Böge et al. (1986). If in \textit{Katsura 4} the order \( U_4 > U_2 > U_0 > U_3 > U_1 \) is chosen (Czapor 1989, Problem 2(a)) the computing time is 26 seconds and if in \textit{Rose} the order \( U_4 > U_3 > A_{46} \) is chosen (Czapor 1989, Problem 3) the computing time is 181 seconds.

Because of the structure of \texttt{decompose} we expect that the performance of this algorithm can be significantly improved by parallelization.

Assume that \( R \) is a polynomial ring over a field. We do not know the complexity of \texttt{decompose}_R. However, in Szanto (1997) the complexity of a modified version has been analyzed and bounds similar to those in Chistov and Grigoryev (1983) and Giusti and Heintz (1990) have been proved. In Gallo and Mishra (1990) bounds for computing characteristic sets are given.

5. Computing heights

Let \( J \) be an ideal in \( K[x_1, \ldots, x_n] \) and \( \Delta(J) \) its independence complex, i.e.
\[
\Delta(J) := \{ \{x_{i_1}, \ldots, x_{i_m}\} \subseteq \{x_1, \ldots, x_n\} \mid J \cap K[x_{i_1}, \ldots, x_{i_m}] = \{0\} \}.
\]
It immediately follows from the equalities (5.1) and (5.2) that for computing the dimension resp. the height of \( J \) it suffices to compute a single Gröbner basis with respect to an arbitrary order and the maximal cardinality \( c \) of the elements in \( \Delta(\text{lm}(J)) \):
\[
\text{height}(J) = n - \text{dim}(J) = n - \max(\{\text{card}(X) \mid X \in \Delta(J)\})
\]
and for an arbitrary admissible order
\[
\text{height}(J) = \text{height}(\text{lm}(J)).
\]

Our main objective in this section is the generalization of this algorithm to multivariate polynomial rings over \( R \). We show that even for the computation of the height of an ideal in \( R[x_1, \ldots, x_n] \) only one Gröbner basis with respect to an arbitrary order and the heights of some ideals in \( R \) have to be computed. Furthermore we present a second algorithm for computing heights of ideals in \( R[x_1, \ldots, x_n] \) which does not use Gröbner bases but the algorithm \texttt{decompose}. We finish this section by generalizing a result about the connectedness of independence complexes of prime ideals proved in Kalkbrener and Sturmfels (1995).

Obviously, we could define independence complexes for ideals in \( R[x_1, \ldots, x_n] \) as well. Unfortunately, not enough information is contained in the independence complex of an
ideal in \( R[x_1, \ldots, x_n] \) and therefore (5.1) does not hold in general. Instead of independence complexes we will use independence functions. Their definition is motivated by the following observation. For the ideal \( J \subseteq K[x_1, \ldots, x_n] \) consider the function \( \delta_J \) from the power set of \( \{x_1, \ldots, x_n\} \) to \( \{0, \infty\} \):

\[
\delta_J(X) = 0 \quad \text{if} \quad J_X = \{0\} \quad \text{and} \quad \delta_J(X) = \infty \quad \text{if} \quad J_X = K,
\]

where \( X \subseteq \{x_1, \ldots, x_n\} \) and \( J_X \) is the smallest ideal in \( K \) with \( J \cap K[X] \subseteq J_X K[X] \).

Obviously, \( \delta_J(X) = 0 \) if and only if \( X \in \Delta(J) \). Hence, (5.1) becomes

\[
\text{height}(J) = n - \text{dim}(J) = \min_{X \subseteq \{x_1, \ldots, x_n\}} (\delta_J(X) + n - |X|).
\]

We now generalize the independence function \( \delta \) to ideals in \( R[x_1, \ldots, x_n] \). For an ideal \( I \) in \( R[x_1, \ldots, x_n] \) let \( \delta_I \) be the function from the power set of \( \{x_1, \ldots, x_n\} \) to \( \mathbb{N}_0 \cup \{\infty\} \) defined by

\[
\delta_I(X) = \text{height}(I_X) \quad \text{if} \quad I_X \neq R \quad \text{and} \quad \delta_I(X) = \infty \quad \text{if} \quad I_X = R,
\]

where \( X \subseteq \{x_1, \ldots, x_n\} \) and \( I_X \) is the smallest ideal in \( R \) with \( I \cap R[X] \subseteq I_X R[X] \).

If \( \{f_1, \ldots, f_r\} \) is a basis of \( I \cap R[X] \) then \( I_X \) is the ideal generated by all the coefficients of the polynomials \( f_1, \ldots, f_r \). Hence, we can obtain \( \delta_I(X) \) by computing a Gröbner basis of \( I \) with respect to an appropriate elimination order and the height of an ideal in \( R \).

**Example 5.1.** Let \( R := \mathbb{Q}[a,b]_P \) be the bivariate polynomial ring over the rationals localized at the prime \( P := \langle b \rangle \) and \( I \subseteq R[x,y] \) the ideal generated by

\[
F := \{b^3 + b^2 + ab, b^2x + bx + ax, y^2 - b^2 - b\}.
\]

\( F \) is a Gröbner basis w.r.t. the purely lexicographic order \( \prec \) with \( x \prec y \) (see Proposition 3.4 in Gianni et al. (1988)). Hence, \( \delta_I(\emptyset) = 1 \) because the height of \( I_0 = \langle b^3 + b^2 + ab \rangle \) in \( R \) is 1 and \( \delta_I(x) = \infty \) because

\[
I_1(x) = \langle b^3 + b^2 + ab, b^2 + b + a \rangle = \langle b^2 + b + a \rangle = R.
\]

The function \( \delta \) and the complex \( \Delta \) have similar properties. We summarize some basic facts about the function \( \delta \) in the following lemma whose proof is immediate from the definitions.

**Lemma 5.1.** Let \( I \) and \( J \) be ideals in \( R[x_1, \ldots, x_n] \) and \( X \) a subset of \( \{x_1, \ldots, x_n\} \).  

(a) If \( I \subseteq J \) then \( \delta_I(X) \leq \delta_J(X) \).

(b) \( \delta_{J/I}(X) = \delta_I(X) \).

(c) \( \delta_{I/J}(X) = \min(\delta_I(X), \delta_J(X)) \).

(d) Let \( P_1, \ldots, P_r \) be the associated prime ideals of \( I \). Then

\[
\delta_I(X) = \min(\delta_{P_1}(X), \ldots, \delta_{P_r}(X)).
\]

By applying the previous lemma to monomial ideals we obtain the following result.

**Lemma 5.2.** Let \( I \) and \( J \) be ideals in \( R[x_1, \ldots, x_n] \), \( X \) a subset of \( \{x_1, \ldots, x_n\} \) and \( \prec \) an arbitrary admissible order.

(a) If \( I \subseteq J \) then \( \delta_{\text{lm}(I)}(X) \leq \delta_{\text{lm}(J)}(X) \).
(b) \( \delta_{\sqrt{I}}(X) = \delta_I(X) \).

c) \( \delta_{\sqrt{I} \cdot J}(X) = \delta_{I \cdot J}(X) = \min(\delta_{\sqrt{I}}(X), \delta_{\sqrt{J}}(X)) \).

d) Let \( P_1, \ldots, P_r \) be the associated prime ideals of \( I \). Then
\[
\delta_{I \cdot J}(X) = \min(\delta_{P_1}(X), \ldots, \delta_{P_r}(X)).
\]

**Proof:** Statement (a) follows from \( \text{lm}(I) \subseteq \text{lm}(J) \).

Let \( f \in \sqrt{I} \). Then there exists a natural number \( m \) with \( f^m \in I \). If \( \text{lm}(f)^m \neq 0 \) then \( \text{lm}(f)^m = \text{lm}(f^m) \) and therefore \( \text{lm}(f) \in \sqrt{\text{lm}(I)} \). Otherwise, \( \text{lm}(f)^m = 0 \) implies \( \text{lm}(f) \in \sqrt{\text{lm}(I)} \). Therefore,
\[
\sqrt{\text{lm}(I)} = \sqrt{\text{lm}(\sqrt{I})}
\]
and (b) holds.

The left equality in (c) follows from part (b) and \( \sqrt{I \cdot J} = \sqrt{I} \cap J \). The inequality
\[
\delta_{I \cdot J}(X) \geq \min(\delta_{I}(X), \delta_{J}(X))
\]
follows from
\[
\text{lm}(I) \cdot \text{lm}(J) \subseteq \text{lm}(I \cdot J),
\]
while the reverse inclusion follows from (a).

Part (d) is a direct consequence of (b) and (c). \( \square \)

For every ideal \( I \) in \( K[x_1, \ldots, x_n] \) we have \( \Delta(\text{lm}(I)) \subseteq \Delta(I) \). However, there is nothing similar for the function \( \delta \).

**Example 5.2.** Let \( R \) be the bivariate polynomial ring \( \mathbb{Q}[a, b] \), \( I \) the ideal generated by \( \{ax + by\} \) in \( R[x, y] \) and \( \prec \) an admissible order with \( x \succ y \). Then
\[
\delta_I(\emptyset) = \delta_I(\{x\}) = \delta_I(\{y\}) = 0, \quad \delta_I(\{x, y\}) = 2
\]
and
\[
\delta_{\sqrt{I}}(\emptyset) = \delta_{\sqrt{I}}(\{y\}) = 0, \quad \delta_{\sqrt{I}}(\{x\}) = \delta_{\sqrt{I}}(\{x, y\}) = 1.
\]

Before generalizing (5.3) we note two easy consequences of Theorem 2.1. Let \( I \subseteq R[x_1, \ldots, x_n] \) be an ideal, \( X \subseteq \{x_1, \ldots, x_n\} \) and \( P \subseteq R \) a prime ideal with \( I \cap R[X] \subseteq P \cap R[X] \). Then
\[
\text{height}(P) = \text{height}(PR[X]) \\
\geq \text{height}(I \cap R[X]) \\
\geq \text{height}(I) + |X| - n.
\]

Furthermore, if \( I \) is prime there exists a \( Y \subseteq \{x_1, \ldots, x_n\} \) such that
\[
(I \cap R)[Y] = I \cap R[Y] \quad \text{and} \quad \text{height}(I) = \text{height}(I \cap R[Y]) + n - |Y|.
\]

**Theorem 5.1.** Let \( I \) be an ideal in \( R[x_1, \ldots, x_n] \). Then
\[
\text{height}(I) = \min_{\mathcal{X} \subseteq \{x_1, \ldots, x_n\}} \left( \delta_I(X) + n - |X| \right).
\]
Proof: Assume that $I$ is prime. By (5.4) and (5.5),
\[
\text{height}(I) \leq \min_X (\delta f(X) + n - |X|)
\]
and for some $Y \subseteq \{x_1, \ldots, x_n\}$
\[
\delta f(Y) = \text{height}(I \cap R[Y]) = \text{height}(I) + |Y| - n.
\]
Hence, the theorem is proved for prime ideals.

For an arbitrary ideal $I$ in $R[x_1, \ldots, x_n]$ with associated primes $P_1, \ldots, P_r$ it follows from Lemma 5.1 that
\[
\text{height}(I) = \min_Y (\text{height}(P_i)) + \min_X (\delta_{P_i}(X) + n - |X|)
\]

This theorem leads to a first algorithm for computing the height of an ideal in the polynomial ring $R[x_1, \ldots, x_n]$. But this approach suffers from the fact that several Gröbner bases with respect to elimination orders have to be computed. In order to construct a more efficient algorithm we prove that \(\text{height}(I) = \text{height}(\text{lm}(I))\) for every ideal $I$ in $R[x_1, \ldots, x_n]$ and every admissible order on $PP(x_1, \ldots, x_n)$. If $R$ is a field this can be done by showing that $R[x_1, \ldots, x_n]/\text{lm}(I)$ and $R[x_1, \ldots, x_n]/I$ are fibers of the same flat family (Theorem 15.17 in Eisenbud (1995) or Bayer and Mumford (1991)) and using Corollary 9.6 in Hartshorne (1977). Another proof can be found in Kalkbrener and Sturmfels (1995). We will now generalize this proof. First we need a couple of lemmata.

**Lemma 5.3.** Let $I$ be an ideal in $R[x_1, \ldots, x_n]$ and $P$ a prime ideals in $R$ with $I \cap R \subseteq P$. Then
(a) \(\text{height}(I) \leq \text{height}(P) + \text{height}(IK(P)[x_1, \ldots, x_n])\).
(b) If $I$ is prime and $I \cap R = P$ then
\[
\text{height}(I) = \text{height}(P) + \text{height}(IK(P)[x_1, \ldots, x_n]).
\]

Proof: Let $X \in \Delta(IK(P)[x_1, \ldots, x_n])$. Then $I \cap R[X] \subseteq P R[X]$. Hence, (a) follows from (5.4) and
\[
\text{height}(IK(P)[x_1, \ldots, x_n]) = n - \max\{|X| \mid X \in \Delta(IK(P)[x_1, \ldots, x_n])\}).
\]
By (5.5), there exists a $Y \subseteq \{x_1, \ldots, x_n\}$ with
\[
P R[Y] = I \cap R[Y] \quad \text{and} \quad \text{height}(I) = \text{height}(P) + n - |Y|.
\]
Since $Y \in \Delta(IK(P)[x_1, \ldots, x_n])$ we obtain (b) from (5.6) and (a). □

We recall the representation of an order $\prec$ by a non-negative weight vector $\omega = (\omega_1, \ldots, \omega_n) \in \mathbb{N}^n_0$. Let $f(x_1, \ldots, x_n)$ be any polynomial in $R[x_1, \ldots, x_n]$. We consider $f(t^{\omega_1} x_1, \ldots, t^{\omega_n} x_n)$ as a univariate polynomial in $t$. Its leading coefficient $\text{init}(f)$ is a polynomial in $R[x_1, \ldots, x_n]$. We call it the initial form of $f$ (with respect to $\omega$).

For an ideal $I \subseteq R[x_1, \ldots, x_n]$ and $\omega \in \mathbb{N}^n_0$ we define the initial ideal $\text{init}(I)$ to be the
ideal generated by \( \{\text{init}(f) \mid f \in I\} \). We say that the vector \( \omega \) represents the order \( \prec \) for \( I \) if

\[
\text{lm}(I) = \text{init}(I).
\]

It is well-known that for a fixed ideal \( J \) in \( K[x_1, \ldots, x_n] \) every order \( \prec \) can be represented by some \( \omega \in \mathbb{N}_0^n \) (see, for instance, Mora and Robbiano (1988)). This result can be easily generalized to ideals in \( R[x_1, \ldots, x_n] \).

**Lemma 5.4.** Let \( \omega \in \mathbb{N}_0^n \) and \( G \) a Gröbner basis of the ideal \( I \subseteq R[x_1, \ldots, x_n] \) with respect to \( \prec \). If \( \text{init}(g) = \text{lm}(g) \) for all \( g \in G \) then \( \omega \) represents \( \prec \) for \( I \).

**Proof:** Since \( \{\text{lm}(g) \mid g \in G\} \) generates \( \text{lm}(I) \) we have \( \text{lm}(I) \subseteq \text{init}(I) \). Let \( f \in I \) and \( u \) a monomial in \( \text{init}(f) \). It remains to show that \( u \in \text{lm}(I) \). We do the proof by induction on \( \omega \).

**Induction basis:** \( 1 = \text{lpp}(f) \). Obviously, \( u \in \text{lm}(I) \).

**Induction step:** \( 1 \prec \text{lpp}(f) \). If \( u = \text{lm}(f) \) then \( u \in \text{lm}(I) \). If \( u \neq \text{lm}(f) \) we can choose polynomials \( g_1, \ldots, g_r \in G \) and monomials \( v_1, \ldots, v_r \) such that \( v_i \cdot \text{lm}(g_i) \neq 0 \) and \( \text{lpp}(v_i) \cdot \text{lpp}(g_i) = \text{lpp}(f) \) for every \( i \in \{1, \ldots, r\} \) and

\[
\text{lm}(f) = \sum_{i=1}^{r} v_i \cdot \text{lm}(g_i).
\]

Hence, for \( h := f - \sum_{i=1}^{r} v_i \cdot g_i \) we have \( \text{lpp}(h) \prec \text{lpp}(f) \). From \( \text{init}(v_i \cdot g_i) = v_i \cdot \text{lm}(g_i) \) we obtain that \( u \) occurs in \( \text{init}(h) \). Hence, \( u \in \text{lm}(I) \) follows from the induction hypothesis.

Every admissible order on \( PP(x_1, \ldots, x_n) \) is the lexicographical product of \( n \) weight orders (see Eisenbud (1995), Robbiano (1986)). Hence, Lemma 5.4 implies that for a fixed ideal \( I \) every order \( \prec \) can be represented by some \( \omega \in \mathbb{N}_0^n \). Using this result and Theorem 2.1 we now generalize Lemma 3 in Kalkbrener and Sturmiefs (1995).

**Lemma 5.5.** Let \( I \subseteq R[x_1, \ldots, x_n] \) be a prime ideal and \( \prec \) any admissible order. Then there exists a prime ideal \( I' \) in \( R[x_1, \ldots, x_n, x_{n+1}] \) such that \( \text{height}(I') = \text{height}(I) \) and

\[
\langle \text{lm}(I) \cup \{x_{n+1}\} \rangle = \langle I' \cup \{x_{n+1}\} \rangle.
\]

**Proof:** Denote \( K(I \cap R) \) by \( \bar{K} \) and let \( \pi \) be the natural homomorphism from \( R \) to \( \bar{K} \). Note that \( \pi \) induces a one-to-one correspondence between the set

\[
\{P \mid P \text{ is a prime ideal in } R[x_1, \ldots, x_n] \text{ with } P \cap R = I \cap R\}
\]

and the set of prime ideals in \( \bar{K}[x_1, \ldots, x_n] \). Let \( (s_1, \ldots, s_n) \) denote the generic point of \( I \bar{K}[x_1, \ldots, x_n] \) and let \( t \) be a new variable which is algebraically independent of \( \{s_1, \ldots, s_n\} \). Suppose that \( \omega = (\omega_1, \ldots, \omega_n) \in \mathbb{N}_0^n \) represents \( \prec \) for \( I \). Let \( I' \) be the prime ideal in \( R[x_1, \ldots, x_n, x_{n+1}] \) such that \( I' \cap R = I \cap R \) and \( I' \bar{K}[x_1, \ldots, x_{n+1}] \) has the generic point \( (s_1 t^{\omega_1}, \ldots, s_n t^{\omega_n}, t) \). Since \( \omega \) represents \( \prec \) for \( I \), it suffices to prove that

\[
\langle \text{init}(I) \cup \{x_{n+1}\} \rangle = \langle I' \cup \{x_{n+1}\} \rangle.
\]

To prove the inclusion “\( \subseteq \)” in (5.7), we consider any \( g \in I \) and we define

\[
g' := g \left( \frac{x_1}{x_{n+1}^{\omega_1}}, \ldots, \frac{x_n}{x_{n+1}^{\omega_n}} \right) \cdot x_{n+1}^m.
\]

We have that

\[
g' = \text{lpp}(g') \cdot \text{init}(I') = \text{lpp}(g) \cdot \text{init}(I) = g.
\]

Hence, \( g' \in \text{lm}(I') \) and \( x_{n+1} \cdot g' \in \text{lm}(I) \). Since \( I' \cap R = I \cap R \), we have that \( g' \in \text{lm}(I) \). Therefore, \( g' \) is also in \( \text{init}(I) \cup \{x_{n+1}\} \). This proves the inclusion “\( \subseteq \)” in (5.7).
where \( m \) is the smallest non-negative integer such that \( g' \in R[x_1, \ldots, x_n, x_{n+1}] \). It follows from the definition of \( \text{init}(g) \) that \( g' \) can be written in the form \( g' = \text{init}(g) + h \), where \( h \in R[x_1, \ldots, x_{n+1}] \) is divisible by \( x_{n+1} \). From

\[
\pi(g')(s_1 t^{\omega_1}, \ldots, s_n t^{\omega_n}, t) = \pi(g)(s_1, \ldots, s_n) \cdot t^m = 0
\]

we conclude that \( g' = \text{init}(g) + h \) is in \( I' \). Therefore \( \text{init}(g) \in \langle I' \cup \{x_{n+1}\} \rangle \).

To prove the reverse inclusion in (5.7), we consider any \( f \in I' \). Writing \( f = f_m x_{n+1}^m + \ldots + f_1 x_{n+1} + f_0 \) as a polynomial in \( x_{n+1} \) with coefficients \( f_i \) in \( R[x_1, \ldots, x_n] \), we need to show that \( f_0 \) lies in the initial ideal \( \text{init}(I) \). We can assume that \( f_0 \) is unequal to 0.

We define \( f' := f(x_1 x_{n+1}^m, \ldots, x_{n+1} x_{n+1}^m, x_{n+1}) \), and we note that

\[
\pi(f')(s_1, \ldots, s_n, t) = \pi(f)(s_1 t^{\omega_1}, \ldots, s_n t^{\omega_n}, t) = 0.
\]

Write \( f' = p_r x_{n+1}^r + \ldots + p_1 x_{n+1} + p_0 \) as a polynomial in \( x_{n+1} \) with coefficients \( p_i \) in \( R[x_1, \ldots, x_n] \). Since \( t \) is algebraically independent of \( \{s_1, \ldots, s_n\} \), the polynomials \( \pi(p_0), \ldots, \pi(p_r) \) are elements of \( IK[x_1, \ldots, x_n] \) and therefore \( p_0, \ldots, p_r \) are elements of \( I \). We have

\[
f = f'\left(\frac{x_1}{x_{n+1}}, \ldots, \frac{x_n}{x_{n+1}}, x_{n+1}\right) = p_r \left(\frac{x_1}{x_{n+1}}, \ldots, \frac{x_n}{x_{n+1}}\right) \cdot x_{n+1}^r + \ldots + p_0 \left(\frac{x_1}{x_{n+1}}, \ldots, \frac{x_n}{x_{n+1}}\right).
\]

This identity implies that there exist \( i_1, \ldots, i_k \in \{0, \ldots, r\} \) such that \( f_0 = \text{init}(p_{i_k}) + \ldots + \text{init}(p_{i_1}) \in \text{init}(I) \). Thus, (5.7) is proved.

Since

\[
\text{height}(I' \cap R) = \text{height}(I \cap R) \quad \text{and}
\]

\[
\text{height}(I' K[x_1, \ldots, x_{n+1}]) = \text{height}(I K[x_1, \ldots, x_n])
\]

we obtain from Lemma 5.3

\[
\text{height}(I) = \text{height}(I \cap R) + \text{height}(I K[x_1, \ldots, x_n]) = \text{height}(I' \cap R) + \text{height}(I' K[x_1, \ldots, x_{n+1}]) = \text{height}(I'). \quad \square
\]

Now we are able to generalize (5.2) to polynomial rings over Noetherian commutative rings with identity.

**Theorem 5.2.** Let \( I \) be an ideal in \( R[x_1, \ldots, x_n] \) and \( \preccurlyeq \) any admissible order. Then \( \text{height}(I) = \text{height}(\text{lm}(I)) \).

**Proof:** We first prove this theorem under the additional assumption that \( I \) is prime.

By Lemma 5.5 there exists a prime ideal \( I' \) in \( R[x_1, \ldots, x_{n+1}] \) with \( \langle \text{lm}(I) \cup \{x_{n+1}\} \rangle = \langle I' \cup \{x_{n+1}\} \rangle \) and \( \text{height}(I) = \text{height}(I') \).

It follows from the definition of \( I' \) that \( x_{n+1} \not\in I' \) and therefore

\[
\text{height}(\langle \text{lm}(I) \cup \{x_{n+1}\} \rangle) = \text{height}(\langle I' \cup \{x_{n+1}\} \rangle) > \text{height}(I).
\]

By Theorem 2.1,

\[
\text{height}(I) = \text{height}(\langle \text{lm}(I) \cup \{x_{n+1}\} \rangle) - 1 \geq \text{height}(I). \quad (5.8)
\]
Define $P := I \cap R$. From Corollary 3.7 and Lemma 3.9 in Bayer et al. (1991), Lemma 5.3 and (5.2) we obtain
\[
\text{height}(I) = \text{height}(P) + \text{height}(I K(P)[x_1, \ldots, x_n]) \\
= \text{height}(P) + \text{height}(\text{lm}(I K(P)[x_1, \ldots, x_n])) \\
= \text{height}(P) + \text{height}(\text{lm}(I) K(P)[x_1, \ldots, x_n]) \\
\geq \text{height}(\text{lm}(I)).
\]
Hence, the theorem is proved for prime ideals.

Let $I$ be an arbitrary ideal in $R[x_1, \ldots, x_n]$ with associated primes $P_1, \ldots, P_r$. By Lemma 5.2 and Theorem 5.1,
\[
\text{height}(I) = \min(\text{height}(P_1), \ldots, \text{height}(P_r)) \\
= \min(\text{height}(\text{lm}(P_1)), \ldots, \text{height}(\text{lm}(P_r))) \\
= \min_{X} \left(\min_{i} \delta_{\text{lm}(P_i)}(X) + n - |X|\right) \\
= \min_{X} \left(\text{height}(\text{lm}(I)) + n - |X|\right) \\
= \text{height}(\text{lm}(I)). \quad \Box
\]

We assume that we have given an algorithm $\text{height}_R$ which computes for every finite subset $F$ of $R$ the height of $\langle F \rangle$. From Theorem 5.1 and Theorem 5.2 we obtain the following algorithm for computing heights of ideal in $R[x_1, \ldots, x_n]$.

\[\text{height}_{R[x_1, \ldots, x_n]}(F)\]

**Input:** $F$, a finite subset of $R[x_1, \ldots, x_n]$.

**Output:** $h$, the height of $\langle F \rangle$.

\[
G := \text{Gröbner basis of } \langle F \rangle \text{ w.r.t. an arbitrary order} \\
\text{forall } X \subseteq \{x_1, \ldots, x_n\} \text{ do} \\
\quad C_X := \{lc(g) \in R \mid g \in G, \text{lpp}(g) \in PP(X)\} \\
\quad h_X := \text{height}_R(C_X) \\
\text{end} \\
\text{return}(\min_{X \subseteq \{x_1, \ldots, x_n\}} (h_X + n - |X|))
\]

In general, it is not necessary to compute the height of $\langle C_X \rangle$ for each $X \subseteq \{x_1, \ldots, x_n\}$. For instance, if we know that $a := \text{height}((C_X)) - |X|$ is negative for some $X \subseteq \{x_1, \ldots, x_n\}$ we only have to compute the heights of $\langle C_{X'} \rangle$ with $|X'| > -a$.

By constructing $\text{height}_{R[x_1, \ldots, x_n]}$ we have proved the following theorem.

**Theorem 5.3.** If heights of ideals are computable in $R$ and Gröbner bases are computable in $R[x_1, \ldots, x_n]$ then heights of ideals are computable in $R[x_1, \ldots, x_n]$.

**Example 5.3.** Let $R := \mathbb{Q}[a,b]_P$ be the bivariate polynomial ring over the rationals localized at the prime $P := \langle b \rangle$. As in Example 5.1 we consider the ideal $I \subseteq R[x,y]$ generated by
\[
F := \{b^3 + b^2 + ab, b^2x + bx + ax, y^2 - b^2 - b\}.
\]
Since $F$ is a Gröbner basis w.r.t. the purely lexicographic order $\prec$ with $x \prec y$ we have

\[ \text{lm}(I) = \langle b^3 + b^2 + ab, b^2x + bx + ax, y^2 \rangle. \]

Hence,

\begin{align*}
\delta_{\text{lm}(I)}(\emptyset) &= \text{height}(b^3 + b^2 + ab) = 1, \\
\delta_{\text{lm}(I)}(\{x\}) &= \text{height}(b^3 + b^2 + ab, b^2 + b + a) = \infty, \\
\delta_{\text{lm}(I)}(\{y\}) &= \text{height}(b^3 + b^2 + ab, 1) = \infty, \\
\delta_{\text{lm}(I)}(\{x, y\}) &= \text{height}(b^3 + b^2 + ab, b^2 + b + a, 1) = \infty
\end{align*}

and

\[ \text{height}(I) = \text{height}(\text{lm}(I)) = \min_{X \subseteq \{x_1, \ldots, x_n\}} (\delta_{\text{lm}(I)}(X) + n - |X|) = 3. \]

We will now present a second algorithm for computing the height of an ideal in $R[x_1, \ldots, x_n]$. Assume that there exists a system of representations

\[(S, \text{Rep}, \text{decompose}_R, \text{split}_R)\]

in $R$. It can be shown as in Example 4.1 that such a system exists if linear equations are solvable in $R$. Furthermore we assume that there exists an algorithm which computes for every $A \in S$ the height of $\text{Rep}(A)$. By Theorem 4.1, we can construct a system of representations

\[(S, \overline{\text{Rep}}, \text{decompose}_{R[x_1, \ldots, x_n]}, \text{split}_{R[x_1, \ldots, x_n]})\]

in $R[x_1, \ldots, x_n]$. Let $I$ be an ideal in $R[x_1, \ldots, x_n]$ given by a finite basis $F$. We compute the height of $I$ in the following way: by applying $\text{decompose}_{R[x_1, \ldots, x_n]}$ to $F$ we obtain $A_1, \ldots, A_r \in \hat{S}$ with

\[ \sqrt{I} = \bigcap_{i=1}^r \overline{\text{Rep}}(A_i). \]

Hence, by Lemma 4.2,

\[ \text{height}(I) = \min_i (\text{height}(\overline{\text{Rep}}(A_i))) = \min_i (\text{height}(\text{Rep}(A_i \cap R)) + |A_i \setminus R|). \]

We finish this section by generalizing the notion of an independence complex. For a proper ideal $I \subset R[x_1, \ldots, x_n]$ the set

\[ \Delta(I) := \{X \subseteq \{x_1, \ldots, x_n\} | \delta_I(X) = \text{height}(I \cap R)\} \]

is called the independence complex of $I$. Note that if $R$ is a field then this definition coincides with the usual definition. By Theorem 5.1, we have for an ideal $I \subset R[x_1, \ldots, x_n]$

\[ \text{height}(I) \leq \min_{X \in \Delta(I)} (\delta_I(X) + n - |X|) = \text{height}(I \cap R) + n - \max(|X| : X \in \Delta(I)). \]

If $I$ is prime equality follows from (5.5).

**Corollary 5.1.** Let $I$ be a prime ideal in $R[x_1, \ldots, x_n]$. Then

\[ \text{height}(I) = \text{height}(I \cap R) + n - \max(|X| : X \in \Delta(I))). \]
Note that Corollary 1 does not hold for arbitrary ideals.

Example 5.4. Let \( R \) be the bivariate polynomial ring \( \mathbb{Q}[a, b] \) and \( I \) the ideal generated by \( \{a, bx_1, bx_2\} \) in \( R[x_1, x_2] \). Then \( \Delta(I) = \{\emptyset\} \) and

\[
\text{height}(I) = 2 \neq 1 + 2 = \text{height}(I \cap R) + n - \max(|X| \mid X \in \Delta(I)).
\]

The independence complex \( \Delta(I) \) is called pure if all its maximal elements have the same cardinality and it is called strongly connected if for any two maximal elements \( X, X' \) there exists a sequence of maximal elements \( X = X_0, X_1, X_2, \ldots, X_k = X' \) such that \( |X_i \setminus X_{i-1}| = |X_{i-1} \setminus X_i| = 1 \) for \( i = 1, \ldots, k \). It has been shown in Kalkbrener and Sturmfels (1995) (see also Gräbe (1993)) that if \( R \) is a field and \( I \) is prime

\[
\Delta(\text{lm}(I)) \text{ is pure and strongly connected for any admissible order. (5.9)}
\]

This result can be easily generalized.

Corollary 5.2. Let \( I \) be a prime ideal in \( R[x_1, \ldots, x_n] \) and \( \prec \) any admissible order. Then \( \Delta(\text{lm}(I)) \) is pure and strongly connected.

Proof: Obviously, \( I K(I \cap R)[x_1, \ldots, x_n] \) is a prime ideal and

\[
\Delta(\text{lm}(I)) = \Delta(\text{lm}(I K(I \cap R)[x_1, \ldots, x_n]))
\]

Thus, Corollary 5.2 follows from (5.9). \( \Box \)

6. Computing radicals

The main objective of this section is a formalization of the relation between the computability of squarefree parts of polynomials and radicals in the general setting of multivariate polynomial rings over \( R \).

We say that radicals are computable in \( R \) if there exists an algorithm \( \text{radical}_R \) which computes for every finite subset \( F \) of \( R \) a basis of the radical of \( \langle F \rangle \).

Theorem 6.1. The following two conditions are equivalent if radicals are computable and linear equations are solvable in \( R \).

(a) For any natural number \( n \) radicals are computable in \( R[x_1, \ldots, x_n] \).

(b) For any natural number \( n \) there exists an algorithm \( \text{squarefree}_{R[x_1, \ldots, x_n]} \) which computes for a finite basis \( F \subseteq R[x_1, \ldots, x_{n-1}] \) of a radical different from \( R[x_1, \ldots, x_{n-1}] \) and a polynomial \( f \) in \( R[x_1, \ldots, x_n] \) finite bases \( F_1, \ldots, F_r \) of radicals in \( R[x_1, \ldots, x_{n-1}] \) and polynomials \( g_1, \ldots, g_r \) in \( R[x_1, \ldots, x_n] \) such that

\[
ap(F) = \bigcup_{i=1}^{r} \text{ap}(F_i)
\]

and \( g_i^P \) is a squarefree part of \( f^P \) in \( K(P)[x_n] \) for every \( i \in \{1, \ldots, r\} \) and \( P \in \text{ap}(F_i) \).

Proof: Obviously it suffices to prove that the following two conditions are equivalent.

(1) Radicals are computable in the univariate polynomial ring \( R[x] \).
(2) There exists an algorithm \texttt{squarefree}_{R[x]} which computes for a given finite basis \( F \subseteq R \) of a radical different from \( R \) and a polynomial \( f \in R[x] \) finite bases \( F_1, \ldots, F_r \) of radicals in \( R \) and polynomials \( g_1, \ldots, g_r \) in \( R[x] \) such that

\[
ap((F)) = \bigcup_{i=1}^{r} ap((F_i))
\]

and \( g_i^P \) is a squarefree part of \( f^P \) in \( K(P)[x] \) for every \( i \in \{1, \ldots, r\} \) and \( P \in ap((F_i)) \).

We first construct a system of representations

\[(S, Rep, \text{decompose}_{R[x]}, \text{split}_{R[x]})\]

in \( R \). Let \( S \) be the set of those finite subsets of \( R \) which generate radicals different from \( R \) and define \( Rep \) by \( Rep(F) := \langle F \rangle \). By assumption, we can compute for a finite subset \( F \subseteq R \) a finite basis \( G \) of its radical. Let \( \text{decompose}_{R} \) be the algorithm which returns for given \( F \) the empty set if \( \langle F \rangle = R \) and \( \{G\} \) otherwise. It remains to show that there exists an algorithm \( \text{split}_{R} \). Let \( F \in S \), \( f \in R \), \( G = \{g_1, \ldots, g_k\} \) a finite basis of \( \langle F \rangle : f^\infty \) and \( B_i \) a finite basis of \( \langle F \rangle : g_i^\infty \) for every \( i \in \{1, \ldots, k\} \). Since linear equations are solvable in \( R \) it follows from Theorem 3.1 that we can compute \( G \) and \( B_1, \ldots, B_k \) using Gr"obner bases. Consider now the algorithm which computes \( \langle B, G \rangle \) for given \( F, f \), where

\[
B := \{B_i \mid i \in \{1, \ldots, k\}, \langle B_i \rangle \neq R\},
\]

\[
G := \{G\} \quad \text{if} \quad \langle G \rangle \neq R,
\]

\[
\emptyset \quad \text{otherwise}.
\]

As in Example 4.1 we can show that this algorithm satisfies the specification of \( \text{split}_{R} \).

We apply Theorem 4.1 and obtain a system of representations

\[(S, \overline{Rep}, \text{decompose}_{R[x]}, \text{split}_{R[x]})\]

in \( R[x] \).

(1) \( \Rightarrow \) (2): It is now easy to construct an algorithm \texttt{radical}_{R[x]} for computing radicals in \( R[x] \): let \( F \) be a finite subset of \( R[x] \). If \( \emptyset = \text{decompose}_{R[x]}(F) \) then \( F \) generates \( R[x] \) and \( \text{radical}_{R[x]} \) returns \( \{1\} \) for given \( F \). Otherwise, \( \text{decompose}_{R[x]} \) computes \( C_1, \ldots, C_r \in S \) with

\[
\sqrt{F} = \bigcap_{i=1}^{r} \overline{Rep}(C_i).
\]

Assume that the \( C_i \) are ordered in such a way that there exists an \( s \in \{0, \ldots, r\} \) with \( C_i \subseteq R \) for \( i \in \{1, \ldots, s\} \) and \( C_i \nsubseteq R \) for \( i \in \{s+1, \ldots, r\} \). Define \( F_1 := C_1 \) and \( k_i := 1 \) for \( i \in \{1, \ldots, s\} \). Let \( f_i \) be the uniquely determined element of \( C_i \setminus R \) for \( i \in \{s+1, \ldots, r\} \). Using \texttt{squarefree}_{R[x]} we can compute finite basis \( G_{i1}, \ldots, G_{ik_i} \) of radicals in \( R \) and polynomials \( g_{i1}, \ldots, g_{ik_i} \) in \( R[x] \) such that

\[
ap((C_i \cap R)) = \bigcup_{j=1}^{k_i} ap((G_{ij}))
\]

and \( g_{ij}^P \) is a squarefree part of \( f_{ij}^P \) in \( K(P)[x] \) for every \( j \in \{1, \ldots, k_i\} \) and \( P \in ap((G_{ij})) \).

W.l.o.g. assume that \( \text{lc}(g_{ij}) \notin P \) for every \( P \in ap((G_{ij})) \). Hence,

\[
\overline{Rep}(C_i) = \bigcap_{j=1}^{k_i} \overline{Rep}(G_{ij} \cup \{g_{ij}\}).
\]
For \( i \in \{s + 1, \ldots, r\} \) and \( j \in \{1, \ldots, k_i\} \) let \( F_{ij} \) be a basis of \( (G_{ij} \cup \{g_{ij}\}) : lc(g_{ij}) \). Then, by Lemma 4.3, for every \( i \in \{s + 1, \ldots, r\} \) and \( j \in \{1, \ldots, k_i\} \)
\[
\text{Rep}(G_{ij} \cup \{g_{ij}\}) = (F_{ij})
\]
and therefore
\[
\sqrt{F} = \bigcap_{i=1}^{r} \bigcap_{j=1}^{k_i} (F_{ij})
\]
is a decomposition into radicals. Since we can compute intersections of ideals in \( R[x] \) we can compute a basis of \( \sqrt{F} \).

\((1) \Rightarrow (2) : \) We will now use \( \text{ggcd}_{R[x]} \) and \( \text{radical}_{R[x]} \) for constructing algorithm \( \text{squarefree}_{R[x]} \). Let \( f \) be an element of \( R[x] \) and \( F \) a finite basis of a radical \( \neq R \). Then \( F \in S \) and we can compute
\[
G := \text{radical}_{R[x]}(F \cup \{ f \})
\]
\[
\{(F_1, g_1), \ldots, (F_r, g_r)\} := \text{ggcd}_{R[x]}(F, G)
\]
It follows from the specification of \( \text{ggcd}_{R[x]} \) that \( F_1, \ldots, F_r \) are bases of radicals in \( R \) and
\[
ap(F) = \bigcup_{i=1}^{r} ap(F_i).
\]
Let \( i \in \{1, \ldots, r\} \) and \( P \in ap((F_i)) \). If \( f^P \in K(P) \) then \( g_i^P \) obviously is a squarefree part of \( f^P \). Assume that \( f^P \notin K(P) \). Let \( q_1, \ldots, q_s \in K(P)[x] \) be the irreducible factors of \( f^P \) and define \( P_i := \{ h \in R[x] \mid q_i \text{ divides } h \} \) for \( i \in \{1, \ldots, s\} \). Obviously, \( P_i \cap R = P \) and therefore, by Lemma 4.1, \( P_1, \ldots, P_s \) are isolated prime ideals of \( \langle G \rangle \). Hence,
\[
\langle G \rangle = P_1 \cap \ldots \cap P_s \cap P_{s+1} \cap \ldots \cap P_r,
\]
where \( P_{s+1}, \ldots, P_r \) are prime ideals with \( P_j \cap R \nsubseteq P \). It follows that there exists an \( h \in \langle G \rangle \) such that \( h^P \) equals \( \prod_{j=1}^{s} g_j \) up to a multiplicative constant. Hence, \( g_i^P \) equals \( \prod_{j=1}^{s} q_j \) up to a multiplicative constant. Therefore, \( g_i^P \) is squarefree and divides \( f^P \). Since a power of \( h \) is in \( \langle F \cup \{ f \} \rangle \), \( f^P \) divides a power of \( g_i^P \). Hence, \( g_i^P \) is a squarefree part of \( f^P \).

We will now write down the algorithm \( \text{radical}_{R[x]} \) in pseudocode.

If radicals are computable and linear equations are solvable in \( R \) then there exists a system of representations
\[
(S, \text{Rep}, \text{decompose}_{R[x]}, \text{split}_{R[x]})
\]
in \( R \) such that \( S \) is the set of those finite subsets of \( R \) which generate radicals different from \( R \) and \( \text{Rep}(F) := \langle F \rangle \). Using the constructions in the proof of Theorem 4.1 we obtain a system of representations
\[
(S, \text{Rep}, \text{decompose}_{R[x]}, \text{split}_{R[x]})
\]
in \( R[x] \). Furthermore, we assume that there exists an algorithm \( \text{squarefree}_{R[x]} \) with the following specification.
\[
\text{squarefree}_{R[x]}(F, f)
\]
**Input:** \( F \subseteq R \), a finite basis of a radical different from \( R \),
\( f \), a polynomial in \( R[x] \).

**Output:** \( \{(G_1, g_1), \ldots, (G_r, g_r)\} \), where \( g_1, \ldots, g_r \in R[x] \) and \( G_1, \ldots, G_r \) are finite bases of radicals in \( R \) with \( ap(\langle F \rangle) = \bigcup_{i=1}^r ap(\langle G_i \rangle) \) and for every \( i \in \{1, \ldots, r\} \) and \( P \in ap(\langle G_i \rangle) \)

1. the polynomial \( g_i^P \) is a squarefree part of \( f^P \) in \( K(P)[x] \) and
2. \( g_i = 0 \) or \( \text{lcm}(g_i) \not\in P \).

Based on \texttt{decompose}_{R[x]} \) and \texttt{squarefree}_{R[x]} \) we can now construct the algorithm \texttt{radical}_{R[x]} \):

\[
\texttt{radical}_{R[x]}(F)
\]

**Input:** \( F \), a finite subset of \( R[x] \).

**Output:** \( G \), a basis of \( \sqrt{F} \).

\[
M := \texttt{decompose}_{R[x]}(F)
\]

if \( M = \emptyset \) then

return (\{1\})

else

forall \( C \in M \) do

if \( C \subseteq R \) then

\( O_C := \{ C \} \)

else

\( f := \) the only element in \( C \setminus R \)

\( \{(G_1, g_1), \ldots, (G_r, g_r)\} := \texttt{squarefree}_{R[x]}(C \cap R, f) \)

forall \( i \in \{1, \ldots, r\} \) do

\( F_i := \) basis of \( \langle G_i \cup \{ g_i \} \rangle : \text{lcm}(g_i) \infty \)

end

\( O_C := \{ F_1, \ldots, F_r \} \)

end

\( G := \) basis of \( \cap_{C \in M} \cap_{H \in O_C} \langle H \rangle \)

return (\( G \))

end

Assume that the set \( S \) consists of bases of unmixed radicals and that \texttt{radical}_{R[x]} \) returns the set \( \bigcup_{C \in M} O_C \) instead of a basis of \( \cap_{C \in M} \cap_{H \in O_C} \langle H \rangle \). Then \texttt{radical}_{R[x]} \) does not compute a basis of \( \sqrt{F} \) but an unmixed decomposition of \( \sqrt{F} \).

**Example 6.1.** We will now compute a simple example with \texttt{radical}_{R[x]} \).

Let \( \mathbb{Z}_4 = \{0,1,2,3\} \) be the residue class ring of the integers modulo the ideal \( \langle 4 \rangle \) and define \( R := \mathbb{Z}_4 \times \mathbb{Z}_4 \). We are interested in the radical of the ideal generated by the polynomial \( (1,2) \cdot x^2 + (1,1) \) in the univariate polynomial ring \( R[x] \). First we need some information on the ideal structure of \( R \). It is easy to see that \( R \) is a principal ideal ring with 8 ideals unequal to \( R \). The two prime ideals are generated by \( (1,2) \) resp. \( (2,1) \) and their intersection is generated by \( (2,2) \). It is the radical of \( \langle (0,0) \rangle \). For constructing a
suitable system of representations \((S, \text{Rep}, \text{decompose}_R, \text{split}_R)\) in \(R\) we choose \(S\) as \(\{(2, 2), (1, 2), (1, 1)\}\) and define \(\text{Rep}, \text{decompose}_R\) and \(\text{split}_R\) in the obvious way.

When we apply the algorithm \(\text{radical}_{R[x]}\) to \(\{(1, 2) \cdot x^2 + (1, 1)\}\) we first have to compute \(\text{decompose}_{R[x]}(\{(1, 2) \cdot x^2 + (1, 1)\})\):
\[
\{(2, 2)\} = \text{decompose}_R(\emptyset), \\
\{(\{(2, 1)\}, (1, 2) \cdot x^2 + (1, 1)\), \{(1, 2)\}, (1, 1)\} = \text{gcd}(\{(2, 2)\}, \{(1, 2) \cdot x^2 + (1, 1)\})
\]
and therefore
\[
\{(2, 1), (1, 2) \cdot x^2 + (1, 1)\} = \text{decompose}_{R[x]}(\{(1, 2) \cdot x^2 + (1, 1)\}).
\]

Now we compute a squarefree part of \((1, 2) \cdot x^2 + (1, 1)\) in \((R/I)[x]\), where \(I := \langle (2, 1) \rangle\).

Since \(R/I\) is isomorphic to \(\mathbb{Z}_2\) we easily see that in \((R/I)[x]\)
\[
(1, 1) \cdot x + (1, 1)
\]
is a squarefree part of \((1, 2) \cdot x^2 + (1, 1)\).

Finally we localize \(\langle (2, 1), (1, 1) \cdot x + (1, 1) \rangle\) at \((1, 1)\) by computing a basis of
\[
\langle (2, 1), (1, 1) \cdot x + (1, 1), (1, 1) \cdot y - (1, 1) \rangle \cap R[x].
\]
We obtain \(\{(2, 1), (1, 1) \cdot x + (1, 1)\}\) and therefore this set is a basis of the radical of \((1, 2) \cdot x^2 + (1, 1)\).

We have seen that in order to compute radicals in \(R[x]\) we must be able to compute for every prime ideal \(P \subseteq R\) and \(f \in R[x]\) a squarefree part of \(f\) in \(K(P)[x]\). If the characteristic of \(K(P)\) is 0 then squarefree\((f) = f/\gcd(f, f')\) in \(K(P)[x]\), where \(f'\) denotes the derivative of \(f\). Furthermore, squarefree\((f)\) can be computed if \(K(P)\) is a perfect field of characteristic \(p > 0\) and \(p\)-th roots can be computed in \(K(P)\). The computability of \(p\)-th roots is closely connected to Seidenberg’s condition \((P)\) (see, for instance, (Mines et al. 1988, p.186):

\(P\) If the characteristic \(p\) of \(K(P)\) is not 0 then there exists an algorithm which decides whether a finite system of linear homogeneous equations with coefficients in \(K(P)\) has a non-trivial solution in the subfield \(K(P)^p\) of \(p\)-th powers of elements of \(K(P)\), and if so finds one.

In (Seidenberg 1974, p.295) a field of characteristic \(p > 0\) is given which does not satisfy \((P)\). Furthermore, it is shown that radicals of primary ideals are computable in a multivariate polynomial ring over a field if and only if the field satisfies \((P)\) (Seidenberg 1974, p.293).

7. Computing unmixed decompositions

We say that unmixed decompositions of ideals are computable in \(R\) if there exists an algorithm which computes for an arbitrary finite subset \(F\) of \(R\) finite bases \(F_1, \ldots, F_r\) of unmixed ideals in \(R\) with
\[
\langle F \rangle = \langle F_1 \rangle \cap \ldots \cap \langle F_r \rangle.
\]

In this section we construct an unmixed decomposition algorithm for ideals in \(R[x]\) based on the following strategy. By applying the techniques in Section 4 a decomposition \(I = I_1 \cap \ldots \cap I_l\) of the ideal \(I\) is constructed such that each \(\sqrt{I_j}\) is strongly unmixed. In a second step each of the \(I_j\)’s which is not unmixed is decomposed. We distinguish two cases:
(a) $I_j$ has an embedded prime $P$ with $\text{height}(P \cap R) > \text{height}(I_j \cap R)$. Then a decomposition is obtained by localization using Theorem 7.5.

(b) $\text{height}(P \cap R) = \text{height}(I_j \cap R)$ for every embedded prime $P$. If $x$ is an element of some associated prime of $I_j$ then we decompose $I_j$ by localizing at $x$. Otherwise, we choose a sufficiently large natural number $m$ and decompose $I_j + \langle x^m \rangle$ by the same technique as in (a). From the decomposition of $I_j + \langle x^m \rangle$ we compute a decomposition of $I_j$.

By lifting this algorithm to $R[x_1, \ldots, x_n]$ we obtain a proof of the following theorem.

**Theorem 7.1.** If linear equations are solvable and unmixed decompositions of ideals are computable in $R$ then for any number of variables $n$ unmixed decompositions of ideals are computable in $R[x_1, \ldots, x_n]$.

Before we present the algorithm we prove some results on localization.

### 7.1. Localization

A fundamental technique for decomposing ideals is localization at a polynomial.

**Theorem 7.2.** Let $I$ be an ideal in $R[x_1, \ldots, x_n]$, $f \in R[x_1, \ldots, x_n]$, $J$ the ideal $\langle I \cup \{1 - yf\} \rangle$ in $R[x_1, \ldots, x_n, y]$, where $y$ is a new indeterminate, and $J' := J \cap R[x_1, \ldots, x_n]$.

**Case (a)** If $d$ is a natural number with $I : f^d = I : f^\infty$ then $I = (I : f^\infty) \cap (I + \langle f^d \rangle)$.

**Case (b)** If $\{f_1, \ldots, f_k\}$ is a basis of $I$ and $\{g_1, \ldots, g_m\}$ a basis of $J'$ with

$$g_i = h_i(1 - yf) + \sum_{j=1}^k h_{ij} f_j \quad (1 \leq i \leq m, \; h_i, \; h_{ij} \in R[x_1, \ldots, x_n, y])$$

then

$$d := \max(\{\text{deg}_y(h_{ij}) \mid 1 \leq i \leq m, \; 1 \leq j \leq k\})$$

satisfies $I : f^d = I : f^\infty$.

In (Becker and Weispfenning 1993, Proposition 6.37) a proof of (b) is given if $R$ is a field. In this case one can pass to the quotient field of $R[x_1, \ldots, x_n]$ and use the existence of $1/f$. Since this is not possible in the general setting of Theorem 7.2 we have to modify the proof of Proposition 6.37 in Becker and Weispfenning (1993).

**Proof of Theorem 7.2:** For the proof of (a) see Lemma 8.95 in Becker and Weispfenning (1993).

**Case (b)** Define

$$t := \max(\{\text{deg}_y(h_{ij}) \mid 1 \leq i \leq m, \; 1 \leq j \leq k\} \cup \{\text{deg}_y(h_i) \mid 1 \leq i \leq m\}) + 1$$

and let $g \in I : f^\infty$. By Theorem 3.1, $I : f^\infty = J'$. Hence, there exist $q_1, \ldots, q_m \in R[x_1, \ldots, x_n]$ with

$$g = \sum_{i=1}^m q_i g_i$$
where for \( i \in \{1, \ldots, m\} \) and \( j \in \{1, \ldots, k\} \)

\[
h_i = a_{i,t-1}y^{t-1} + \ldots + a_{i,0}, \quad h_{ij} = b_{i,j,t-1}y^{t-1} + \ldots + b_{i,j,0}.
\]

Therefore,

\[
g = \sum_{i=1}^{m} q_i(a_{i,0} + \sum_{j=1}^{k} b_{i,j,0}f_j), \quad 0 = \sum_{i=1}^{m} q_i(a_{i,t-1}f + \sum_{j=1}^{k} b_{i,j,t}f_j)
\]

for \( l \in \{1, \ldots, t\} \). Define

\[
h_i' := a_{i,t-1} + a_{i,t-2}f + \ldots + a_{i,0}f^{t-1}, \quad h_{ij}' := b_{i,j,t-1}f + b_{i,j,t-2}f^2 + \ldots + b_{i,j,0}f^t.
\]

Hence,

\[
gf^t = \sum_{l=0}^{t} f^{t-l}(\sum_{i=1}^{m} q_i(a_{i,l} - a_{i,l-1}f + \sum_{j=1}^{k} b_{i,j,l}f_j))
\]

\[
= \sum_{i=1}^{m} q_i(h_i'(f - f) + \sum_{j=1}^{k} h_{ij}'f_j)
\]

\[
= \sum_{i=1}^{m} q_i(\sum_{j=1}^{k} h_{ij}'f_j).
\]

Note that each \( h_{ij}' \) is divisible by \( f^{t-d} \). Hence

\[
gf^d = \sum_{i=1}^{m} q_i(\sum_{j=1}^{k} (h_{ij}'/f^{t-d})f_j)
\]

and therefore \( I : f^\infty \subseteq I : f^d \). \( \square \)

Let \( I \) be an ideal in \( R[x_1, \ldots, x_n] \) and \( I = Q_1 \cap \ldots \cap Q_r \) an irredundant primary decomposition of \( I \). If \( r > 1 \) we can compute a non-trivial decomposition

\[
I = (I : f^\infty) \cap (I + (f^d))
\]

if we are able to find an \( f \in R[x_1, \ldots, x_n] \) which is an element of some but not of all the \( \sqrt{Q_i} \), i.e. \( I \subset I : f^\infty \subset R[x_1, \ldots, x_n] \). We will develop a technique for computing such an \( f \) (see Theorem 7.5) whenever \( \sqrt{Q_i} \cap R \neq \sqrt{Q_j} \cap R \) for some \( i, j \in \{1, \ldots, r\} \) which is based on the following result.

Let \( \prec \) be an arbitrary admissible order on \( PP(x_1, \ldots, x_n) \) and define for an element \( X \) of \( PP(x_1, \ldots, x_n) \)

\[
lc_X(I) := \{lc(f) \mid f \in I \text{ and } lpp(f) = X\} \cup \{0\}.
\]

**Theorem 7.3.** Let \( I \subseteq R[x_1, \ldots, x_n] \) be an ideal, \( I = Q_1 \cap \ldots \cap Q_r \) an irredundant
primary decomposition of $I$ and $i \in \{1, \ldots, r\}$. Then there exists an $X \in PP(x_1, \ldots, x_n)$ such that $\sqrt{Q_j \cap R}$ is an associated prime ideal of $lc_X(I)$.

**Proof:** Denote the ideal $Q_i \cap \ldots\cap Q_{i-1} \cap Q_{i+1} \cap \ldots\cap Q_r$ by $I'$ and the prime ideal $\sqrt{Q_j \cap R}$ by $P$. Since $Q_i \cap \ldots\cap Q_r$ is an irredundant decomposition we can choose an element $f \in I' \setminus Q_i$ with $lpp(f) \preceq lpp(g)$ for every $g \in I' \setminus Q_i$. Denote $lpp(f)$ by $X$. Obviously,

$$Q_i \cap R \subseteq lc_X(I) : lc(f).$$

(7.1)

On the other hand let $a$ be an element of $lc_X(I) : lc(f)$. If $a \cdot lc(f) = 0$ denote $a \cdot f$ by $h$. Otherwise, there exists a $g \in I$ with $lpp(g) = X$ and $lc(g) = lc(f) \cdot a$. Define $h := g - a \cdot f$.

If $a \notin P$ then in both cases the polynomial $h$ is in $I'$ but not in $Q_i$ and $lpp(h) \prec X$. This is a contradiction to the definition of $f$. Hence, $a \in P$. Together with (7.1) we obtain that $P$ is the radical of $lc_X(I) : lc(f)$. Thus, by Theorem 4.5 in Atiyah and Macdonald (1969), $P$ is an associated prime ideal of $lc_X(I)$.

We will now show that the correctness of the decomposition techniques used in Gianni et al. (1988) and Becker and Weispfenning (1993) easily follows from the above theorem.

Assume that $R$ is an integral domain, $(p)$ a principal prime ideal in $R$, $I = Q_1 \cap \ldots\cap Q_r$ an irredundant primary decomposition of the ideal $I \subseteq R[x_1, \ldots, x_n]$. We define $f := \prod_{i=1}^{k} a_i$ and let $j \in \{1, \ldots, r\} \setminus J$. It follows from the above theorem that there exists an $X \in PP(x_1, \ldots, x_n)$ such that $\sqrt{Q_j \cap R}$ is an associated prime ideal of $lc_X(I)$. Since $lc_X(I)$ is generated by a subset of $\{lc(g_1), \ldots, lc(g_k)\}$ and $\sqrt{Q_j \cap R} \not\subseteq (p)$ it follows that $f \in \sqrt{Q_j \cap R}$. Hence, we obtain Proposition 3.7 in Gianni et al. (1988):

$$I : f^\infty = \bigcap_{j \in J} Q_j = I R_{(p)}[x_1, \ldots, x_n] \cap R[x_1, \ldots, x_n],$$

(7.2)

where $R_{(p)}$ is the localization of $R$ at $(p)$. Based on this result an algorithm for computing primary decompositions of ideals in multivariate polynomial rings over principal ideal domains has been developed in Gianni et al. (1988). Localization is used to reduce the primary decomposition computation to its zero-dimensional counterpart.

In Becker and Weispfenning (1993) a particular instance of (7.2) is used for computing primary decompositions of ideals in multivariate polynomial rings over fields. Let $R$ be the polynomial ring $K[y_1, \ldots, y_m]$ and take $p \equiv 0$. Then (7.2) becomes

$$I : f^\infty = I K[y_1, \ldots, y_m][x_1, \ldots, x_n] \cap K[y_1, \ldots, y_m, x_1, \ldots, x_n].$$

(see Proposition 8.94 in Becker and Weispfenning (1993)). Assume now that $\{y_1, \ldots, y_m\}$ is an element of maximal cardinality in the independence complex $\Delta(I)$ of $I \subseteq K[y_1, \ldots, y_m, x_1, \ldots, x_n]$. Then $I : f^\infty$ can be considered as a zero-dimensional ideal in the polynomial ring $K[y_1, \ldots, y_m][x_1, \ldots, x_n]$ over the field $K[y_1, \ldots, y_m]$ and primary decomposition techniques for the zero-dimensional case can be applied. According to Theorem 7.2 we have $I = (I : f^d) \cap (I + \langle f^d \rangle)$ for sufficiently large $d$. Since $I$ is a proper subideal of $I + \langle f^d \rangle$ the computation of a primary decomposition of $I$ can be completed by repeating the same procedure with $I + \langle f^d \rangle$. 

We finish this subsection by proving an easy lemma which will also be useful for computing $f$’s with $I \subseteq I : f^\infty \subset R[x_1, \ldots, x_n]$.

**Lemma 7.1.** Let $I \subset R[x_1, \ldots, x_n]$ be an ideal which is not primary, $Q$ an isolated primary component of $I$, $h \in Q \setminus I$ and $G$ a Gröbner basis of the ideal quotient $I : h$. Then there exists an $f \in G$ with $I \subset I : f^\infty \subset R[x_1, \ldots, x_n]$.

**Proof:** Let $I = Q_1 \cap \ldots \cap Q_k$ be an irredundant primary decomposition of $I$. W.l.o.g. we assume that $h \notin Q_k$. Then

\[ I : h \subseteq \sqrt{Q_k}. \tag{7.3} \]

Since $\sqrt{Q}$ is an isolated prime ideal of $I$, the ideal quotient $I : h$ is not contained in $\sqrt{Q}$. Together with (7.3) we obtain

\[ I \subset \bigcap_{j=1}^{k-1} Q_j \subseteq I : f^\infty \subseteq Q \subset R[x_1, \ldots, x_n]. \]

\[ \square \]

7.2. Construction of an unmixed decomposition algorithm

We will now prove Theorem 7.1. Obviously it suffices to construct an unmixed decomposition algorithm in the univariate polynomial ring $R[x]$.

Before we apply the localization technique from the previous subsection we will first compute a decomposition

\[ I = I_1 \cap \ldots \cap I_l \tag{7.4} \]

of the ideal $I \subset R[x]$ such that each $\sqrt{T_i}$ is strongly unmixed.

We construct a system of unmixed representations

\[ (S, \text{Rep}, \text{decompose}_R, \text{split}_R) \]

in $R$: let $S$ be the set of finite subsets of $R$ which generate unmixed ideals different from $R$ and define $\text{Rep}(A) := \sqrt{A}$. By assumption, we can compute for a finite subset $F$ of $R$ finite bases $G_1, \ldots, G_r$ of unmixed ideals with

\[ \langle F \rangle = \langle G_1 \rangle \cap \ldots \cap \langle G_r \rangle. \]

Let $\text{decompose}_R$ be the algorithm which returns the set consisting of those $G_i$ which do not generate $R$. It remains to construct $\text{split}_R$. Let $F \in S$, $f \in R$, $G = \{g_1, \ldots, g_k\}$ a finite basis of $\langle F \rangle : f^\infty$ and $B_i$ a finite basis of $\langle F \rangle : g_i^\infty$ for every $i \in \{1, \ldots, k\}$. Since linear equations are solvable in $R$ it follows from Theorem 3.1 that we can compute $G$ and $B_1, \ldots, B_k$ using Gröbner bases. Consider now the algorithm which computes $(B, G)$ for given $F, f$, where

\[ \overline{B} := \{B_i \mid i \in \{1, \ldots, k\}, \langle B_i \rangle \neq R\}, \quad \overline{G} := \{G\} \text{ if } \langle G \rangle \neq R, \quad \overline{G} := \emptyset \text{ otherwise}. \]

As in Example 4.1 we can show that this algorithm satisfies the specification of $\text{split}_R$.

We apply Theorem 4.1 and obtain a system of unmixed representations

\[ (\overline{S}, \overline{\text{Rep}}, \text{decompose}_{R[x]}, \text{split}_{R[x]}) \]

in $R[x]$. 
Let $F$ be a finite basis of $I$, $\{C_1, \ldots, C_l\} := \text{decompose}_{R[x]}(F)$ and $i \in \{1, \ldots, l\}$. It follows from the construction of $S$ that each $\sqrt{C_i}$ is a strongly unmixed radical in $R[x]$. If $C_i \subseteq R$ we define $G_i := C_i$. Otherwise, there exists exactly one non-constant polynomial $g_i$ in $C_i$. Let $G_i$ be a Gröbner basis of $\langle C_i \rangle : \langle \text{lc}(g_i)^\infty \rangle$. By Lemma 4.3, $\sqrt{C_i}$ and therefore, by specification of $\text{decompose}_{R[x]}(I)$,

$$\sqrt{F} = \bigcap_{i=1}^l \sqrt{G_i}. \quad (7.5)$$

It is now easy to construct the decomposition (7.4): we compute for every $i \in \{1, \ldots, l\}$ a natural number $m_i$ such that $I + \langle G_i \rangle^{m_i} = I + \langle G_i \rangle^{m_i+1}$. Then

$$I = (I + \langle G_1 \rangle^{m_1}) \cap \ldots \cap (I + \langle G_l \rangle^{m_l}).$$

For every $i \in \{1, \ldots, l\}$ the radical of $I + \langle G_i \rangle^{m_i}$ is $\sqrt{G_i}$ and therefore strongly unmixed.

A more sophisticated strategy for computing decomposition (7.4) from decomposition (7.5) is based on Theorem 7.4 which is a generalization of Theorem 3.7 in Shimoyama and Yokoyama (1994). Using $\text{split}_{R[x]}$ and Gröbner bases computations we can compute for the given basis $F$ of $I$ finite subsets $F_1, \ldots, F_r$ of $R[x]$ and polynomials $f_1, \ldots, f_r$ in $R[x]$ such that for $i,j \in \{1, \ldots, r\}$ with $i \neq j$ the polynomial $f_i$ is in $\sqrt{F_j}$ but not in $\sqrt{F_i}$, the radical $\sqrt{F_i}$ is strongly unmixed and $\sqrt{F} = \bigcap_{i=1}^r \sqrt{F_i}$. Hence we can use the following theorem in order to obtain the decomposition (7.4).

**Theorem 7.4.** Let $I$ be an ideal in $R[x]$ and $P_1, \ldots, P_l$ strongly unmixed radicals with $\sqrt{I} = P_1 \cap \ldots \cap P_l$. Assume that for every $i \in \{1, \ldots, l\}$ there exists an $f_i \in P_j$ for $j \neq i$ and $f_i \notin P_i$ and let $d_i$ be a natural number with $I : f_i^{d_i} = I : f_i^{\infty}$. Then

$$I = I : f_1^{d_1} \cap \ldots \cap I : f_l^{d_l} \cap I' \quad (7.6)$$

where $I' := I + \langle f_1^{d_1}, \ldots, f_l^{d_l} \rangle$. Furthermore, $I \subset I'$ and the radical of $I : f_i^{\infty}$ is strongly unmixed for every $i \in \{1, \ldots, l\}$.

**Proof:** Let $i$ be an element of $\{1, \ldots, l\}$. From

$$\sqrt{I} : f_i^{\infty} = \sqrt{I} : f_i^{\infty} = (P_1 \cap \ldots \cap P_l) : f_i^{\infty} = P_i : f_i^{\infty}$$

we obtain that $\sqrt{I} : f_i^{\infty}$ is strongly unmixed. Obviously, $f_i^{d_i} \notin I$ and therefore $I \subset I'$.

Let $j \in \{1, \ldots, l\}$ with $i \neq j$. Since $f_j \in P_i$ there exists a natural number $k$ with $f_j^k \in I : f_i^{\infty}$. If $f_j^{d_j} \notin I : f_i^{\infty}$ then there exist a natural number $m$ with $f_i^{m} \in (I : f_j^k)$ but $f_i^{m} \notin (I : f_j^{d_j})$. This is a contradiction to $(I : f_j^{d_j}) = I : f_j^{\infty}$. Hence,

$$f_j^{d_j} \in I : f_i^{\infty} \quad \text{for} \quad i \neq j. \quad (7.7)$$

Note that for ideals $J_1, J_2$ in $R[x]$ and $f \in J_1$ we have

$$(J_1 \cap J_2 + \langle f \rangle) = J_1 \cap (J_2 + \langle f \rangle). \quad (7.8)$$

It follows from Theorem 7.2 that $I = (I : f_1^{d_1}) \cap (I + \langle f_1^{d_1} \rangle)$. Hence, by (7.7) and (7.8),

$$I = (I : f_1^{d_1}) \cap (I + \langle f_1^{d_1} \rangle) = (I : f_1^{d_1}) \cap ((I : f_2^{d_2}) \cap (I + \langle f_2^{d_2} \rangle) + \langle f_1^{d_1} \rangle)) = (I : f_1^{d_1}) \cap (I : f_2^{d_2}) \cap (I + \langle f_1^{d_1}, f_2^{d_2} \rangle).$$
Hence, by Theorem 7.3, there exists a proof: (a) Note that for steps we obtain a decomposition
\[ I = (I : f^\infty) \cap (I + (f^d)) \]
using Theorem 7.2 and continue by decomposing the ideals \( I : f^\infty \) and \( I + (f^d) \).

The difficult part in this decomposition strategy is the computation of \( U \). If \( I \) has an embedded prime \( P \) with \( \text{height}(P \cap R) > \text{height}(I \cap R) \) we can use a technique based on Theorem 7.3 for decomposing \( I \). Let \( G \) be a Gröbner basis of \( I \) and \( m := \max\{\deg(g) \mid g \in G\} \). For every \( j \in \{0, \ldots, m\} \) let
\[ \lc_{x^j}(I) = I_{j_1} \cap \ldots \cap I_{j_r} \]
be an unmixed decomposition of \( \lc_{x^j}(I) \) and \( F_{j_i} \) a finite basis of \( I_{j_i} \) for \( i \in \{1, \ldots, r\} \).

**Theorem 7.5.** Let \( I \subset R[x] \) be an ideal whose radical is strongly unmixed.
(a) If \( I \) has an embedded prime \( P \) with \( \text{height}(P \cap R) > \text{height}(I \cap R) \) then there exist \( j \in \{0, \ldots, m\} \), \( i \in \{1, \ldots, r\} \), \( f \in F_{j_i} \) with \( I \subset I : f^\infty \subset R[x] \). (7.9)
(b) If \( (\sqrt{I} \cap R) R[x] \neq \sqrt{I} \) and (7.9) does not hold then \( I \) is strongly unmixed.

**Proof:** (a) Note that for \( k > m \)
\[ \lc_{x^m}(I) = \lc_{x^k}(I). \]
Hence, by Theorem 7.3, there exists a \( j \in \{0, \ldots, m\} \) such that \( P \cap R \) is an associated prime of \( \lc_{x^j}(I) \). Thus, \( P \cap R \) is an isolated prime of \( I_{j_i} \) for some \( i \in \{1, \ldots, r\} \). Because of \( \text{height}(I_{j_i}) = \text{height}(P \cap R) > \text{height}(I \cap R) \) there exists an element \( f \) in \( F_{j_i} \) which is in \( P \) but not in \( \sqrt{I} \). Hence, \( I : f^\infty \) is neither \( I \) nor \( R[x] \).

(b) Assume that \( I \) is not strongly unmixed. Since \( \sqrt{I} \) is strongly unmixed \( I \) has an embedded prime \( P \). Let \( \bar{P} \) be an isolated prime with \( \bar{P} \subset P \). Since \( \sqrt{I} \) is strongly unmixed and \( (\sqrt{I} \cap R) R[x] \neq \sqrt{I} \) we obtain from Theorem 2.1 that
\[ \text{height}(P \cap R) = \text{height}(\bar{P}) - 1 < \text{height}(P) - 1 \leq \text{height}(P \cap R). \]
It follows from (a) that (7.9) holds. □

Assume that \( \sqrt{I} \) is strongly unmixed and \( (\sqrt{I} \cap R) R[x] \neq \sqrt{I} \). Either \( I \) is strongly unmixed or, by the Theorems 7.2 and 7.5, we can find an \( f \in R \) and a natural number \( d \) such that
\[ I = (I : f^\infty) \cap (I + (f^d)) \]
is a non-trivial decomposition of \( I \). Note that \( \sqrt{I} : f^\infty \) is strongly unmixed and
\[ (\sqrt{I} : f^\infty \cap R) R[x] \neq \sqrt{I} : f^\infty. \]
Hence, we can apply the same decomposition strategy to \( I : f^\infty \). After finitely many steps we obtain a decomposition
\[ I = I' \cap I_1 \cap \ldots \cap I_s, \] (7.10)
such that $I \subset I_j$ for every $j \in \{1, \ldots, i\}$ and $I'$ is the intersection of some of the primary components of $I$ with minimal height.

If the ideal $I$ has an embedded prime $P$ with $\text{height}(P \cap R) > \text{height}(I \cap R)$ then we can use Theorem 7.5 for decomposing $I$. If $(\sqrt{I} \cap R) R[x] \neq \sqrt{I}$ the same theorem can be used for deciding whether $I$ is unmixed and for computing a decomposition of $I$ if $I$ is not unmixed. Therefore, we assume for the rest of this subsection that $I \subset R[x]$ is an ideal with the following properties:

1. $\sqrt{I}$ is strongly unmixed,
2. $(\sqrt{I} \cap R) R[x] = \sqrt{I}$,
3. $\text{height}(P \cap R) = \text{height}(I \cap R)$ for each associated prime $P$ of $I$.

For deciding whether $I$ is unmixed we will analyze ideals of the form $I + (x^n)$, where $n$ is an arbitrary natural number. This strategy only works if $I : x^\infty = I$. This does not cause any problems because if $I : x^\infty \neq I$ we compute a non-trivial decomposition

$$ I = (I : x^\infty) \cap (I + (x^d)) $$

and continue with $I : x^\infty$ and $I + (x^d)$. Hence, we can assume that $I$ has the additional property

4. $I : x^\infty = I$.

Let

$$ I = Q_1 \cap \ldots \cap Q_s \cap Q_{s+1} \cap \ldots \cap Q_r $$

be an irredundant primary decomposition of $I$ such that $\sqrt{Q_1}, \ldots, \sqrt{Q_s}$ are the isolated prime ideals of $I$. Denote $\sqrt{Q_i}$ by $P_i$ for $i \in \{1, \ldots, r\}$. Let $A$ be a non-empty subset of $\{1, \ldots, s\}$ and define

$$ \text{hull}_A(I) := \{ f \in R[x] \mid g \cdot f \in I \text{ for some } g \in S \}, \quad \text{where } S := R[x] \setminus \bigcup_{j \in A} P_j. $$

Because of (van der Waerden 1967, p.139), (Matsumura 1970, p.2) and the fact that $\sqrt{I}$ is strongly unmixed,

$$ \text{hull}_A(I) = \bigcap_{j \in A} Q_j, \quad \text{hull}_{\{1, \ldots, s\}}(I) = \text{hull}(I). $$

Obviously, $P_1 \cap R, \ldots, P_s \cap R$ are the isolated prime ideals of $I \cap R$ and $P_1 + (x), \ldots, P_s + (x)$ are the isolated primes of $I + (x^n)$ for every natural number $n$. We define

$$ \text{hull}_A(I \cap R) := \{ f \in R \mid g \cdot f \in I \cap R \text{ for some } g \in S \}, $$

where $S := R \setminus \bigcup_{j \in A} (P_j \cap R)$,

$$ \text{hull}_A(I + (x^n)) := \{ f \in R[x] \mid g \cdot f \in I + (x^n) \text{ for some } g \in S \}, $$

where $S := R[x] \setminus \bigcup_{j \in A} (P_j + (x))$.

We will study the relation between $\text{hull}_A(I)$ and $\text{hull}_A(I + (x^n))$. This will lead to the following strategy for decomposing $I$ in case $I$ is not unmixed: we consider the ideal $I + (x^n)$ for a natural number $n$. The radical $\sqrt{I + (x^n)}$ is strongly unmixed and
Lemma 7.2. Let $\sqrt{I + (x^n) \cap R} R[x] \neq \sqrt{I + (x^n)}$. Therefore, we can compute a Gröbner basis $H$ of $hull_A(I + (x^n))$ for some $A \subseteq \{1, \ldots, s\}$ (see (7.10)). We will show that for “sufficiently large" $n$ the Gröbner basis $H$ contains a polynomial in $hull_A(I) \setminus I$. Together with Lemma 7.1 we obtain a decomposition of $I$.

For defining “sufficiently large" we need the concept of the length of an ideal. Let $Q$ be a primary ideal in $R$ with prime ideal $P$. It is well-known (see, for instance, (van der Waerden 1967, p.152)) that there exists a natural number $\lambda(Q)$, called the length of $Q$, with the following property: every strictly ascending chain of primary ideals

$$Q = Q_1' \subset Q_2' \subset \ldots \subset Q_i' = P$$

belonging to $P$ has at most $\lambda(Q)$ terms and there exists such a chain with exactly $\lambda(Q)$ terms. For an ideal $J$ having an irredundant primary decomposition $J = \bigcap_{j=1}^k Q_j'$ without embedded components we define $\lambda(J) := \sum_{j=1}^k \lambda(Q_j')$.

Theorem 7.6. Let $A$ be a non-empty subset of $\{1, \ldots, s\}$, $G$ a Gröbner basis of $I$, $F$ a finite basis of $hull_A(I)$, $\beta := \max\{\deg(h) \mid h \in G \cup F\}$ and $\alpha$ a natural number greater than $\beta \cdot \lambda(hull_A(I \cap R)) + 1$. Then

(a) $hull_A(I) \subseteq hull_A(I + (x^n))$ for every natural number $n$.

(b) The set $\{f \in hull_A(I + (x^n)) \mid \deg(f) \leq \beta\}$ generates $hull_A(I)$.

The proof of this theorem is based on the following rather technical lemma.

Lemma 7.2. Let $A$ be a non-empty subset of $\{1, \ldots, s\}$, $m$ a non-negative integer, $f$ a polynomial in $R[x]$, $d$ a non-negative integer $\geq \deg(f)$ and $M = \{n_1, \ldots, n_t\}$ a set of natural numbers whose cardinality $t$ is greater than $m \cdot \lambda(hull_A(I \cap R))$. Assume that for every $i \in \{1, \ldots, t\}$ there exists a polynomial $g_i \in R[x]$ with $\deg(g_i) < n_i$ and $g_i(0) \notin \bigcup_{j=1}^t P_j$ and a polynomial $h_i$ in $R[x]$ with $\deg(h_i) < m$ and

$$h_i \cdot x^{d+n_i} + g_i \cdot f \in I.$$

Then there exists a polynomial $p \in R[x]$ with $p(0) \notin \bigcup_{j=1}^t P_j$ and $p \cdot f \in I$.

Proof: We do the proof by induction on $m$.

If $m = 0$ then $h_i = 0$ for every $i \in \{1, \ldots, t\}$ and the claim is obvious.

Assume that $m > 0$ and let $n_1 < \ldots < n_t$. For every $i \in \{1, \ldots, t\}$ write $h_i$ in the form $h_i = a_{m-1,i} \cdot x^{m-1} + \ldots + a_{0,i}$ and denote $h_i \cdot x^{d+n_i} + g_i \cdot f$ by $q_i$. Furthermore, for every $i \in \{0, \ldots, t\}$ let $I_i$ be the ideal $(I \cap R) + \langle a_{m-1,i}, a_{m-1,2}, \ldots, a_{m-1,t}\rangle$ in $R$. Since $\sqrt{T}$ is strongly unmixed and $(\sqrt{T} \cap R) R[x] = \sqrt{T}$ we know that $P_j \cap R$ is an isolated prime of $I_i$ for $i \in \{0, \ldots, t\}$ and $j \in A$. Denote the uniquely determined isolated primary component of $I_i$ with radical $P_j \cap R$ by $Q_{ij}$ and define $E_i := \bigcap_{j \in A} Q_{ij}$. Obviously, $E_0 = hull_A(I \cap R)$. Furthermore,

$$Q_{0j} \subseteq Q_{1j} \subseteq \ldots \subseteq Q_{ij}$$

and therefore

$$|M'| > (m-1) \cdot \sum_{j \in A} \lambda(Q_{0j}) = (m-1) \cdot \lambda(hull_A(I \cap R)), \quad (7.11)$$

where $M' := \{i \in \{1, \ldots, t\} \mid E_{i-1} = E_i\}$. For every $i \in M'$ there exists an ideal $J_{i-1}$ in
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With $I_{i-1} = E_{i-1} \cap J_{i-1}$ and $J_{i-1}$ is not contained in any of the $P_j \cap R$ for $j \in A$. By (Matsumura 1970, p.2), we can choose a $c_i \in J_{i-1}$ which is not in $\bigcup_{j \in A} P_j$. By definition of $M'$, $c_i \cdot a_{m-1,i} \in I_{i-1}$. We write $c_i \cdot a_{m-1,i}$ in the form

$$c_i \cdot a_{m-1,i} = b_1 \cdot a_{m-1,1} + \ldots + b_{i-1} \cdot a_{m-1,i-1} + e$$

with $b_1, \ldots, b_{i-1} \in R$ and $e \in I \cap R$. Hence,

$$g_i' := c_i \cdot q_i - (b_1 \cdot q_1 \cdot x^{n_i-1} + \ldots + b_{i-1} \cdot q_{i-1} \cdot x^{n_i-n_{i-1}} + e) \cdot x^{d+i+n_{i-1}+1}$$

Together with (7.11) we obtain that $\{n_i \mid i \in M'\}$ satisfies the induction hypothesis and the lemma is proved. \(\square\)

**Proof of Theorem 7.6:** (a) Let $i \in \{s + 1, \ldots, r\}$ and $j \in A$. Since $\sqrt{I}$ is strongly unmixed and $(\sqrt{I} \cap R) R[x] = \sqrt{I}$ we obtain from Theorem 2.1

$$\text{height}(P_j + \langle x \rangle) = \text{height}(P_j) + 1 \leq \text{height}(P_j).$$

Since $I : x^\infty = I$ we have $x \notin P_i$ and therefore $P_i$ is not a subideal of $P_j + \langle x \rangle$. Furthermore, $P_k \not\subseteq P_j + \langle x \rangle$ for $k \in \{1, \ldots, s\} \setminus A$. Let $f \in \text{hull}_A(I)$. By (Matsumura 1970, p.2), we can choose a $g \in R[x]$ such that $g \notin \bigcup_{j \in A}(P_j + \langle x \rangle)$ and $g \cdot f \in I$. Since $(P_j + \langle x \rangle)_{j \in A}$ are the associated primes of $\text{hull}_A(I + \langle x^n \rangle)$ for every natural number $n$ we obtain $f \in \text{hull}_A(I + \langle x^n \rangle)$.

(b) By (a) and the definition of $\beta$, $\text{hull}_A(I) = \{f \in \text{hull}_A(I) \mid \text{deg}(f) \leq \beta\} \subseteq \{f \in \text{hull}_A(I + \langle x^n \rangle) \mid \text{deg}(f) \leq \beta\}$. Let $f \in \text{hull}_A(I + \langle x^n \rangle)$ with $\text{deg}(f) \leq \beta$. Obviously, we can choose a $c \in R$ with $c \not\in \bigcup_{j \in A} P_j$ and $c \cdot f \in I + \langle x^n \rangle$. Hence, there exist an $h \in R[x]$ with $h \cdot x^n + c \cdot f \in I$. By reducing $h \cdot x^n + c \cdot f$ modulo the Gröbner basis $G$ we obtain polynomials $h_1, \ldots, h_{\alpha-\beta}$ with $\text{deg}(h_i) < \beta$ and $h_i \cdot x^{\beta+i} + c \cdot f \in I$. Thus, the set $\{1, \ldots, \alpha - \beta\}$ satisfies the conditions in Lemma 7.2 and there exists a polynomial $p \in R[x]$ with $p(0) \not\in \bigcup_{j \in A} P_j$ and $p \cdot f \in I$. Since $p \not\in \bigcup_{j \in A} P_j$ we have $f \in \text{hull}_A(I)$ and the theorem is proved. \(\square\)

We can use Theorem 7.6 together with Lemma 7.1 and Theorem 7.2 for computing a non-trivial decomposition of $I$ if $I$ is not unmixed. But since we do not know the constant $\beta$ in Theorem 7.6 we cannot use this result for deciding whether $I$ is unmixed. This will be done by means of the following theorem.

**Theorem 7.7.** Let $G = \{g_1, \ldots, g_k\}$ be a Gröbner basis of $I$ and $m := \max(\{\text{deg}(g_i) \mid i \in \{1, \ldots, k\}\})$. The following two conditions are equivalent:
(a) \( I \) is unmixed.

(b) There exists a natural number \( n \) with \( \{ f \in I + \langle x^n \rangle \mid \deg(f) \leq m \} \subseteq I \).

**Proof:** (a) \( \Rightarrow \) (b): Obviously, \( I = \text{hull}(I) \). Define \( A := \{1, \ldots, s\} \) and let \( n \) be a natural number greater than \( m \cdot (\lambda(\text{hull}_A(I \cap R)) + 1) \). Then we obtain from the previous theorem

\[
\{ f \in I + \langle x^n \rangle \mid \deg(f) \leq m \} \subseteq \{ f \in \text{hull}_A(I + \langle x^n \rangle) \mid \deg(f) \leq m \} \subseteq I.
\]

(a) \( \Leftarrow \) (b): Let \( H \) be a Gröbner basis of \( I + \langle x^n \rangle \) and \( h \in H \). Assume that \( h \notin I \).

From \( \{ f \in I + \langle x^n \rangle \mid \deg(f) \leq m \} \subseteq I \) we obtain \( m < d \), where \( d := \deg(h) \). We can write \( h \) in the form

\[
h = \sum_{i=1}^{k} f_i g_i + f x^n,
\]

where \( f_1, \ldots, f_k, f \in R[x] \). Let \( i \in \{1, \ldots, k\} \) and \( a_0, \ldots, a_j \in R \) such that \( f_i = a_j x^j + \ldots + a_0 \). We define

\[
f'_i := a_j x^j + a_{j-1} x^{j-1} + \ldots + a_{d-m} x^{d-m}, \quad h' := \sum_{i=1}^{k} f'_i g_i + f x^n.
\]

Obviously, \( h' \) is divisible by \( x \) and \( lm(h') = lm(h) \). Therefore, \( (H \setminus \{ h \}) \cup \{ h' \} \) is a Gröbner basis of \( I + \langle x^n \rangle \). Continuing this replacement process we obtain a

Gröbner basis \( H' \) of \( I + \langle x^n \rangle \) whose elements are in \( I \) or divisible by \( x \). \( \quad (7.12) \)

Let the elements \( h_1, \ldots, h_l \) of \( H' \) be ordered in such a way that there exists a \( j \in \{0, \ldots, l\} \) with \( h_1, \ldots, h_j \in I \) and \( h_{j+1}, \ldots, h_l \notin I \).

Assume now that \( I \) is not unmixed. We choose an element \( g \) of minimal degree in the set \( \text{hull}(I) \setminus I \). Let \( P \) be an associated prime ideal of \( (\bigcap_{i=s+1} Q_i) + \langle x^n \rangle \). Then there exists an \( i \in \{s+1, \ldots, r\} \) with \( P_i \subset P \). Since \( P_i \) is an embedded prime of \( I \) with \( \text{height}(P_i \cap R) = \text{height}(I \cap R) \) we have \( \text{height}(P_i \cap R) < \text{height}(P_i) \). Together with Theorem 2.1 we obtain for every \( j \in \{1, \ldots, r\} \)

\[
\text{height}(P_j \cap R) = \text{height}(P_i \cap R) = \text{height}(P_i) - 1 < \text{height}(P) - 1 \leq \text{height}(P \cap R).
\]

Hence, by (Matsumura 1970, p.2), there exists a \( c \in R \) which is in \( (\bigcap_{i=s+1} Q_i) + \langle x^n \rangle \) but not in \( \bigcup_{j=1}^r P_j \). Therefore, \( cg \in I + \langle x^n \rangle \) and \( cg \notin I \). We write \( cg \) in the form

\[
cg = \sum_{i=1}^{l} f_i h_i,
\]

where \( f_1, \ldots, f_l \in R[x] \) with \( \deg(f_i h_i) \leq \deg(cg) \) for \( i \in \{1, \ldots, l\} \). Furthermore, we define

\[
g' := cg - \sum_{i=1}^{j} f_i h_i.
\]

Then \( g' \in \text{hull}(I) \setminus I \), \( \deg(g') \leq \deg(g) \) and \( g' \) is divisible by \( x \). From \( I : x^\infty = I \) we deduce that the polynomial \( g'/x \) is an element of \( \text{hull}(I) \setminus I \). This is a contradiction to the minimality of \( g \). \( \square \)

We are now ready to construct an algorithm which returns a non-trivial decomposition
of the ideal \( I \) or the information that \( I \) is unmixed. Let \( G \) be a Gröbner basis of \( I \) and 
\[ m := \max(\{ \deg(g) \mid g \in G \}) \]
We choose a natural number \( n \) and compute a Gröbner basis \( F \) of \( I + \langle x^n \rangle \). If 
\[ \{ f \in F \mid \deg(f) \leq m \} \subseteq I \] (7.13)
then \( I \) is unmixed. Otherwise we compute a Gröbner basis \( H \) of \( \text{hull}_A(I + \langle x^n \rangle) \) for some 
\( A \subseteq \{ 1, \ldots, s \} \). This is possible because the radical of \( I + \langle x^n \rangle \) is strongly unmixed and 
\( (\sqrt{I + \langle x^n \rangle} \cap R[x]) \neq \sqrt{I + \langle x^n \rangle} \). We compute a Gröbner basis \( G_h \) of \( I : h \) for every 
\( h \in H \setminus I \). If there exists an \( f \in \bigcup_{h \in H \setminus I} G_h \) with \( I \subset I : f^\infty \subset R[x] \) we compute a 
non-trivial decomposition 
\[ I = (I : f^\infty) \cap (I + \langle f^d \rangle) \]
using Theorem 7.2. Otherwise we repeat the whole process with a natural number \( n' > n \).
Assume that \( I \) is unmixed. It follows from Theorem 7.7 that after finitely many repetitions the algorithm either returns a non-trivial decomposition of \( I \) or the information that \( I \) is unmixed.
Assume that \( I \) is not unmixed. It follows from the Theorems 7.6 and 7.7 that eventually a Gröbner basis \( H \) of \( \text{hull}_A(I + \langle x^\alpha \rangle) \) is computed, where the natural number \( \alpha \) and 
\( A \subseteq \{ 1, \ldots, s \} \) have the following property: there exists a natural number \( \beta \) with 
\[ \{ f \in \text{hull}_A(I + \langle x^\alpha \rangle) \mid \deg(f) \leq \beta \} = \text{hull}_A(I) \]
Since \( \text{hull}_A(I) \neq I \) there exists an \( h \in H \) which is in \( \text{hull}_A(I) \) but not in \( I \). By Lemma 7.1, there exists an \( f \) in the Gröbner basis \( G_h \) of \( I : h \) such that \( I \subset I : f^\infty \subset R[x] \).
Hence, the algorithm returns a non-trivial decomposition 
\[ I = (I : f^\infty) \cap (I + \langle f^d \rangle) \]
using Theorem 7.2.

### 7.3. The Algorithm in Pseudocode

We will now write down the unmixed decomposition algorithm in pseudocode.
Since unmixed decompositions are computable in the ring \( R \) there exists an algorithm \texttt{unmixed}\_\texttt{dec}_R which computes for a finite subset \( F \) of \( R \) a set \( \{ F_1, \ldots, F_k \} \) of finite bases of unmixed ideals in \( R \) with \( \langle F \rangle = \bigcap_{i=1}^k \langle F_i \rangle \). Hence, there exists a system of unmixed representations \( (S, \text{Rep}, \text{decompose}_R, \text{split}_R) \) in \( R \) such that \( S \) is the set of those finite subsets of \( R \) which generate unmixed ideals different from \( R \). We apply Theorem 4.1 and obtain a system of unmixed representations 
\[ (S, \text{Rep}, \text{decompose}_{R[x]}, \text{split}_{R[x]}) \]
in \( R[x] \). The algorithm \texttt{decompose}_{R[x]} is now used for computing decompositions 
\[ I = I_1 \cap \ldots \cap I_l \]
such that each \( \sqrt{I_i} \) is strongly unmixed.

\[ \texttt{quasi}_\texttt{unmixed}(F) \]
\[ \text{Input: } F, \text{ a finite subset of } R[x]. \]
\textbf{Output:} \{{{H_1, \ldots, H_k}, \{H_{k+1}, \ldots, H_l}\}}, where each \(H_i\) is a Gröbner basis in \(R[x]\) whose radical \(\sqrt{H_i}\) is strongly unmixed and \(\langle F \rangle = \langle H_1 \rangle \cap \ldots \cap \langle H_l \rangle\). Furthermore, 
\[(\sqrt{H_i} \cap R[x]) R[x] \neq \sqrt{H_i} \quad \text{for } i \leq k \quad \text{and} \quad (\sqrt{H_i} \cap R[x]) R[x] = \sqrt{H_i} \quad \text{for } i > k.\]

\[
\{C_1, \ldots, C_l\} := \text{decompose}_{R[x]}(F)
\]
\textbf{forall} \(i \in \{1, \ldots, l\}\) \textbf{do} 
\quad \text{if } C_i \not\subseteq R \text{ then} 
\quad \quad g_i := \text{the only element in } C_i \setminus R 
\quad \quad G_i := \text{Gröbner basis of } \langle C_i \rangle : le(g_i)^\infty 
\quad \text{else} 
\quad \quad G_i := C_i 
\quad \text{end}
\quad \quad m_i := \text{natural number with } \langle F \rangle + \langle G_i \rangle^{m_i} = \langle F \rangle + \langle G_i \rangle^{m_i+1} 
\quad \quad G'_i := \text{Gröbner basis of } \langle F \rangle + \langle G_i \rangle^{m_i} 
\quad \text{end}
\textbf{return}(\{(G'_i \mid C_i \not\subseteq R), \{G'_i \mid C_i \subseteq R\}\})

In the next step we formalize the decomposition strategy based on Theorem 7.5. We denote the concatenation of two tuples \(a = (a_1, \ldots, a_s)\) and \(b = (b_1, \ldots, b_t)\) by \(a \circ b\), i.e.
\[
a \circ b := (a_1, \ldots, a_s, b_1, \ldots, b_t).
\]

\textbf{hullA}(G)

\textbf{Input:} \(G\), a Gröbner basis of an ideal \(I \subseteq R[x]\) whose radical is strongly unmixed.

\textbf{Output:} \(\langle F_1, \ldots, F_r \rangle\), where every \(F_i\) is a finite basis of an ideal \(I_i \subseteq R[x]\) and \(I = I_1 \cap \ldots \cap I_r\). The set \(F_1\) is a Gröbner basis. If \(r > 1\) then \(I \subseteq I_i\) for every \(i \in \{1, \ldots, r\}\). Furthermore,
\[(1) \text{ if } I \text{ has an embedded prime } P \text{ with } \text{height}(P \cap R) > \text{height}(I \cap R) \text{ then } r > 2,
\text{ (2) if } (\sqrt{I} \cap R) R[x] \neq \sqrt{I} \text{ then } I_1 \text{ is the intersection of some of the primary components of } I \text{ with minimal height.}\]

\[
m := \max\{\deg(g) \mid g \in G\}
\]
\textbf{forall} \(j \in \{0, \ldots, m\}\) \textbf{do} 
\quad \quad L_j := \{\deg(g) \mid g \in G, \deg(g) \leq j\} 
\quad \quad \{F_{j_1}, \ldots, F_{j_r}\} := \text{unmixed \_dec}_R(L_j) 
\textbf{end}
\textbf{if} \ there \ exists \ an \ f \in U \ with \ I \subseteq I : f^\infty \subseteq R[x] \text{ then} 
\quad \quad f := \text{element of } U \text{ with } I \subseteq I : f^\infty \subseteq R[x] 
\quad \quad H := \text{Gröbner basis of } I : f^\infty 
\quad \quad d := \text{natural number with } I : f^d = I : f^\infty 
\quad \quad \text{return(hullA}(H) \circ (G \cup \{f^d\})\)
\textbf{else}
\quad \quad \text{return}((G)) 
\textbf{end}
The correctness of the following algorithm is based on the Theorems 7.6 and 7.7.

\textbf{addx}(G)

\textbf{Input:} \(G\), a Gröbner basis of an ideal \(I \subseteq R[x]\) such that

1. \(\sqrt{I}\) is strongly unmixed,
2. \((\sqrt{I} \cap R)[x] = \sqrt{I}\),
3. \(\text{height}(P \cap R) = \text{height}(I \cap R)\) for each associated prime \(P\) of \(I\).

\textbf{Output:} \((F_1, \ldots, F_r)\), where every \(F_i\) is a finite basis of an ideal \(I_i \subseteq R[x]\) and \(I = I_1 \cap \ldots \cap I_r\). Furthermore,

1. if \(r = 1\) then \(I_1\) is unmixed,
2. if \(r > 1\) then \(I \subset I_i\) for every \(i \in \{1, \ldots, r\}\).

\begin{verbatim}
if \(I \subset I : x^\infty \subset R[x]\) then
    \(H := \text{Gröbner basis of } I : x^\infty\)
    \(d := \text{natural number with } I : x^d = I : x^\infty\)
    return((\(H, G\cup\{x^d\}\))
else
    \(m := \text{max}(\{\text{deg}(g) \mid g \in G\})\)
    \(n := \text{arbitrary natural number}\)
    \(O := \emptyset\)
    while \(O = \emptyset\) do
        \(F := \text{Gröbner basis of } I + \langle x^n \rangle\)
        if \(\{f \in F \mid \text{deg}(f) \leq m\} \subseteq I\) then
            \(O := (G)\)
        else
            \((H_1, \ldots, H_s) := \text{hullA}(F)\)
            forall \(h \in H_1 \setminus I\) do
                \(G_h := \text{Gröbner basis of } I : h\)
            end
            \(U := \bigcup_{h \in H_1 \setminus I} G_h\)
            if there exists an \(f \in U\) with \(I \subset I : f^\infty \subset R[x]\) then
                \(f := \text{element of } U\) with \(I \subset I : f^\infty \subset R[x]\)
                \(H := \text{Gröbner basis of } I : f^\infty\)
                \(d := \text{natural number with } I : f^d = I : f^\infty\)
                \(O := (H, G \cup \{f^d\})\)
            else
                \(n := n + k\), where \(k\) is an arbitrary natural number
            end
        end
    end
return(O)
\end{verbatim}

Using the above subalgorithms we can now construct a procedure for computing unmixed decompositions of arbitrary ideals in \(R[x]\).
unmixed_decrep_R[x](F)

Input: \( F \), a finite subset of \( R[x] \).
Output: \( \{F_1, \ldots, F_r\} \), where every \( F_i \) is a finite basis of an unmixed ideal in \( R[x] \) and \( (F) = \bigcap_{i=1}^r (F_i) \).

\[ \{G_1, \ldots, G_k\}, \{G_{k+1}, \ldots, G_{l}\} := \text{quasi_unmixed}(F) \]

forall \( i \in \{1, \ldots, l\} \) do
\( (G_{i1}, \ldots, G_{i\alpha_i}) := \text{hullA}(G_i) \)
end

\( J_1 := \{i \in \{k+1, \ldots, l\} | s_i > 1\} \)
\( J_2 := \{i \in \{k+1, \ldots, l\} | s_i = 1\} \)
forall \( i \in J_2 \) do
\( (H_{i1}, \ldots, H_{i\beta_i}) := \text{addx}(G_i) \)
end
\( J'_2 := \{i \in J_2 | t_i = 1\} \)
\( J''_2 := \{i \in J_2 | t_i > 1\} \)
\( O := \bigcup_{i=1}^k \{G_{i1}\} \cup \bigcup_{j=1}^{\alpha_i} \text{unmixed_decrep}_{R[x]}(G_{ji}) \cup \bigcup_{i \in J'_2} \{H_{i1}\} \cup \bigcup_{i \in J''_2} \bigcup_{j=1}^{\beta_i} \text{unmixed_decrep}_{R[x]}(H_{ji}) \)
return \( O \)

Example 7.1. We will now use the techniques developed in this section for computing an unmixed decomposition of the ideal \( I \subseteq \mathbb{Q}[x_1, x_2, x_3] \) generated by \( F = \{f_1, f_2, f_3, f_4\} \), where

\[
\begin{align*}
  f_1 &= x_1^3x_2 + x_1^2x_2x_3 + x_1^2, \\
  f_2 &= x_1^2x_2^2 - x_1x_2, \\
  f_3 &= x_2x_3^2 + 3x_1^2x_3 + 3x_1x_3^2 + 2x_2, \\
  f_4 &= x_1x_3^2 - x_1x_3 + x_2x_3 - x_2.
\end{align*}
\]

First we construct a system of unmixed representations

\( (\bar{S}, \text{reps}, \text{decompose}_{\mathbb{Q}[x_1, x_2, x_3]}(\text{split}_{\mathbb{Q}[x_1, x_2, x_3]})) \)
in \( \mathbb{Q}[x_1, x_2, x_3] \) as in Example 4.2. We compute \( \text{decompose}_{\mathbb{Q}[x_1, x_2, x_3]}(F) \) and obtain \( \{C_1, C_2, C_3\} \), where

\[
\begin{align*}
  C_1 &= \{x_3 + 2, x_2 - 2x_1, 2x_1^2 - 1\}, \\
  C_2 &= \{-x_1x_2x_3 - x_1x_2 - 1, x_2^2 - x_1x_2 - 1, 1 + x_1^2\}, \\
  C_3 &= \{x_2, x_1\}.
\end{align*}
\]

Hence, \( \sqrt{I} = \bigcap_{i=1}^3 \text{reps}(C_i) \) and each \( \text{reps}(C_i) \) is a strongly unmixed radical. By computing natural numbers \( j_1, j_2, j_3 \) with \( I + \text{reps}(C_i)j_i = I + \text{reps}(C_i)j_i + 1 \) we obtain

\[ I = I_1 \cap I_2 \cap I_3, \]
\[ I_1 := (x_3 + 2, x_2 - 2x_1, 2x_1^2 - 1), \]
\[ I_2 := (x_3 - x_1x_2, x_2^2 - x_1x_2 - 1, 1 + x_1^2), \]
\[ I_3 := (x_3, x_2), \]
Hence, for deciding whether \( I \) compute a Gröbner basis \( H \) of \( I \) whole process with \( I \) and \( n \) is a Gröbner basis of \( I \) case a decomposition of \( I \) and a Gröbner basis of the Gröbner basis of \( I \).

Together with Theorem 7.2 it follows from \( \sqrt{I_3} = \mathcal{R}ep(C_3) \) is strongly unmixed,

(2) \( \sqrt{I_3} \cap R \) \( R[x_3] = \sqrt{I_3} \),

(3) \( \text{height}(P \cap R) = \text{height}(I_3 \cap R) \) for each associated prime \( P \) of \( I_3 \),

(4) \( I_3 : x_3^n = I_3 \).

Hence, for deciding whether \( I_3 \) is unmixed we can use the criterion in Theorem 7.7:

\[ I_3 \text{ is unmixed if and only if } \{ h \in H \mid \deg(h) \leq 2 \} \subseteq I_3, \]

where \( H \) is a Gröbner basis of \( I_3 + \langle x_3^n \rangle \) and \( n \in \mathbb{N} \) is sufficiently large. We choose \( n = 5 \), compute a Gröbner basis

\[ H := \{ x_3^3, x_3^2 x_2, x_1 x_3 + x_2, x_2, x_1 x_2, x_1^2 \} \]

of \( I_3 + \langle x_3^n \rangle \) and obtain \( \{ h \in H \mid \deg(h) \leq 2 \} \not\subseteq I_3 \). Therefore we now try to decompose \( I_3 \). If this does not work we know that \( n \) is not large enough and we have to repeat the whole process with \( n > 5 \).

Obviously, \( I_3 + \langle x_3^n \rangle \) is a primary ideal with radical \( \langle x_3, x_2, x_1 \rangle \). If \( I_3 \) is not unmixed and \( n \) has been chosen sufficiently large then, by Theorem 7.6, some element of

\[ \{ x_3^3, x_3^2 x_2, x_1 x_3 + x_2 \} = H \setminus I_3 \]

is in the primary component of \( I_3 \) which belongs to the isolated prime \( \langle x_2, x_1 \rangle \). In this case a decomposition of \( I_3 \) can be obtained using Lemma 7.1. Therefore, we now compute Gröbner bases \( G_1, G_2, G_3 \) of the ideal quotients \( I_3 : x_3^5 \), \( I_3 : x_3^4 x_2 \) and \( I_3 : (x_1 x_3 + x_2) \) and a Gröbner basis of \( I_3 : f^\infty \) for each \( f \) in \( G_1 \cup G_2 \cup G_3 \). Since \( x_3 - 1 \) is an element of the Gröbner basis of \( I_3 : (x_1 x_3 + x_2) \) we compute

\[ I_3 : (x_3 - 1)^\infty = \langle x_1 x_3 + x_2, x_2^2, x_1 x_2, x_1^2 \rangle. \]

Together with Theorem 7.2 it follows from

\[ I_3 \subseteq I_3 : (x_3 - 1)^\infty \subseteq R[x_3] \quad \text{and} \quad I_3 : (x_3 - 1)^\infty = I_3 : (x_3 - 1) \]

that \( I_3 = I_3' \cap I_3'' \) is a non-trivial decomposition of \( I_3 \), where

\[ I_3' := \langle x_3 - 1, x_2^2, x_1 x_2, x_1^2 \rangle, \]

\[ I_3'' := \langle x_1 x_3 + x_2, x_2^2, x_1 x_2, x_1^2 \rangle. \]

The ideal \( I_3' \) is 0-dimensional and therefore unmixed. Since

\[ \{ x_3^3, x_3^2 x_2, x_1 x_3 + x_2, x_2^2, x_1 x_2, x_1^2 \} \]

is a Gröbner basis of \( I_3'' + \langle x_3^5 \rangle \) it immediately follows from Theorem 7.7 that \( I_3'' \) is unmixed. Hence,

\[ I = \langle x_3 + 2, x_2 - 2x_1, 2x_1^2 - 1 \rangle \cap \]

\[ \{ x_3^3, x_3^2 x_2, x_1 x_3 + x_2, x_2^2, x_1 x_2, x_1^2 \}. \]
is an unmixed decomposition of $I$.

8. Computing primary decompositions

We say that primary decompositions of ideals are computable in $R$ if there exists an algorithm which computes for an arbitrary finite subset $F$ of $R$ finite bases $F_1, \ldots, F_r$ of primary ideals in $R$ with

$$\langle F \rangle = \langle F_1 \rangle \cap \ldots \cap \langle F_r \rangle.$$ 

We say that associated (resp. isolated) primes of ideals are computable in $R$ if there exists an algorithm which computes for an arbitrary finite subset $F$ of $R$ finite bases $F_1, \ldots, F_r$ of the associated (resp. isolated) prime ideals of $\langle F \rangle$.

Before we deal with primary decompositions we present an algorithm for computing isolated primes. As the computability of radicals is related to the computability of squarefree parts of polynomials the computability of isolated primes is related to the computability of factorizations of polynomials. Even the proofs of these two results are very similar.

**Theorem 8.1.** The following two conditions are equivalent if linear equations are solvable and isolated primes of ideals are computable in $R$.

(a) For every number of variables $n$ isolated primes of ideals are computable in the polynomial ring $R[x_1, \ldots, x_n]$.

(b) For every number of variables $n$ and every finite basis $F$ of a prime ideal $P$ in $R[x_1, \ldots, x_n]$ there exists an algorithm for expressing every non-constant element of the univariate polynomial ring $K(P)[x]$ as a product of irreducible polynomials.

**Proof:** For proving Theorem 8.1 it suffices to show that the following two conditions are equivalent.

1. Isolated primes of ideals are computable in the univariate polynomial ring $R[x]$.

2. For every finite basis $F$ of a prime ideal $P$ in $R$ there exists an algorithm for expressing every non-constant element of $K(P)[x]$ as a product of irreducible polynomials.

We construct a system of prime representations $(S, Rep, \text{decompose}_R, \text{split}_R)$ in $R$: let $S$ be the set of finite bases of prime ideals in $R$ and define $\text{Rep}(A) := \langle A \rangle$. By assumption, we can compute for a finite subset $F$ of $R$ a set $\{ F_1, \ldots, F_r \}$ of finite bases of the isolated primes of $\langle F \rangle$. Let $\text{decompose}_R$ be the algorithm which returns for given $F$ the set $\{ F_1, \ldots, F_r \}$. Let $A \in S$ and $f \in R$. Since linear equations are solvable in $R$ we can decide whether $f \in \langle A \rangle$. Hence, the algorithm which returns $\langle A \rangle$ and $\emptyset$ if $f \notin \langle A \rangle$ (and $\emptyset, \{ A \}$) otherwise satisfies the specification of $\text{split}_R$.

(1) $\Rightarrow$ (2) : We apply Theorem 4.1 and obtain a system of prime representations $(S, Rep, \text{decompose}_{R[x]}, \text{split}_{R[x]})$ in $R[x]$. It is now easy to construct an algorithm which computes for an arbitrary finite subset $F$ of $R[x]$ finite bases of the isolated prime
ideals of \( (F) \): if \( \emptyset = \text{decompose}_{R[x]}(F) \) then \( F \) generates \( R[x] \) and \( (F) \) has no isolated primes. Otherwise, \( \text{decompose}_{R[x]} \) computes \( C_1, \ldots, C_r \in S \) with

\[
\sqrt{F} = \bigcap_{i=1}^{r} \overline{\text{Rep}}(C_i).
\]

It immediately follows from Theorem 3.1 and Lemma 4.4 that we can compute a basis \( F_i \) of the prime ideal \( \overline{\text{Rep}}(C_i) \) for every \( i \in \{1, \ldots, r\} \). Since we can algorithmically decide whether \( (\langle F_i \rangle) \subseteq (\langle F_j \rangle) \) we compute a subset \( \{j_1, \ldots, j_s\} \) of \( \{1, \ldots, r\} \) such that the prime ideals \( (F_{j_1}), \ldots, (F_{j_s}) \) are the minimal elements in \( \{(F_1), \ldots, (F_r)\} \). Obviously, \( (F_{j_1}), \ldots, (F_{j_s}) \) are the isolated primes of \( (F) \).

\( (1) \implies (2) \): Let \( F \) be a finite basis of a prime ideal \( P \) in \( R \), \( f \in R[x] \) such that \( f^P \) is not a constant and let \( g \in K(P)[x] \) be an irreducible factor of \( f^P \). Let \( I := \{h \in R[x] \mid g \text{ divides } h^P\} \). Obviously, \( I \cap R = P \). By Lemma 4.1, \( I \) is an isolated prime of \( (F \cup \{f\}) \).

Hence, we can find all irreducible factors of \( f^P \) in the following way:

Compute finite bases \( F_1, \ldots, F_r \) of the isolated primes \( P_1, \ldots, P_r \) of \( (F \cup \{f\}) \). W.l.o.g. assume that \( P_i \cap R = P \) for \( i \in \{1, \ldots, s\} \) and \( P_i \cap R \neq P \) for \( i \in \{s+1, \ldots, r\} \) for some \( s \in \{1, \ldots, r\} \). Compute for \( i \in \{1, \ldots, s\} \) the gcd \( f_i \in K(P)[x] \) of the polynomials in \( \{h^P \mid h \in F_i\} \). The \( f_i \)'s are the irreducible factors of \( f^P \).

Assume that Seidenberg's condition \( (P) \) holds for \( K \) and univariate polynomials can be factored over \( K \). It is shown in (Seidenberg 1974, p.291) that in this case \( (P) \) holds for \( K(P) \) and univariate polynomials can be factored over \( K(P) \), where \( P \) is an arbitrary prime ideal in a polynomial ring over \( K \). We refer to van der Waerden (1930), Seidenberg (1973) and Seidenberg (1974) for explicitly given fields which do not have this factorization property.

We will now write down the algorithm for computing isolated primes in \( R[x] \) in pseudo-code. By our assumptions and Theorem 4.1 there exists a system of prime representations \( (\overline{S}, \overline{\text{Rep}}, \text{decompose}_{R[x]}, \text{split}_{R[x]}) \) in \( R[x] \) such that \( A \cap R \) is a finite basis of a prime ideal in \( R \) for every \( A \in \overline{S} \). Using \( \text{decompose}_{R[x]} \) we can construct \( \text{iprime}_{R[x]} \):

\[ \text{iprime}_{R[x]}(F) \]

**Input:** \( F \), a finite subset of \( R[x] \).

**Output:** \( \{G_1, \ldots, G_s\} \), a set of Gröbner bases of the isolated primes of \( (F) \).

\[
\{C_1, \ldots, C_r\} := \text{decompose}_{R[x]}(F) \]

for all \( i \in \{1, \ldots, r\} \) do

if \( C_i \subseteq R \) then

\( F_i := C_i \)

else

\( f_i := \text{the only element in } C_i \setminus R \)

\( F_i := \text{Gröbner basis of } (C_i : \text{lcm}(f_i)) \)

end

end

return(\( \{F_{j_1}, \ldots, F_{j_s}\} \)), where \( (F_{j_1}), \ldots, (F_{j_s}) \) are minimal in \( \{(F_1), \ldots, (F_r)\} \)

We now turn to the computation of primary decompositions.
THEOREM 8.2. If linear equations are solvable and primary decompositions are computable in \( R \) and for any natural number \( n \) isolated primes of ideals are computable in \( R[x_1, \ldots, x_n] \) then for any natural number \( n \) primary decompositions and associated primes of ideals are computable in \( R[x_1, \ldots, x_n] \).

Proof: For proving this theorem it suffices to construct an algorithm which computes primary decompositions and associated primes in the univariate polynomial ring \( R[x] \). This can be easily done by modifying the unmixed decomposition algorithm developed in the previous section. Using \( \text{iprime}_{R[x]} \) we first modify quasi_unmixed.

\[
\text{quasi}_\text{primary}(F)
\]

Input: \( F, \) a finite subset of \( R[x] \).

Output: \( ((H_1, \ldots, H_k), (H_{k+1}, \ldots, H_l)) \), where each \( H_i \) is a Gröbner basis in \( R[x] \) whose radical \( \sqrt{H_i} \) is prime and \( (F) = (H_1) \cap \ldots \cap (H_l) \). Furthermore,

\[
(\sqrt{H_i} \cap R) \cdot R[x] \neq \sqrt{H_i} \quad \text{for } i \leq k \quad \text{and} \quad (\sqrt{H_i} \cap R) \cdot R[x] = \sqrt{H_i} \quad \text{for } i > k.
\]

\[
\{G_1, \ldots, G_l\} := \text{iprime}_{R[x]}(F)
\]

forall \( i \in \{1, \ldots, l\} \) do

\[
m_i := \text{natural number with } (F) + (G_i)^{m_i} = (F) + (G_i)^{m_i+1}
\]

\[
G_i' := \text{Gröbner basis of } (F) + (G_i)^{m_i}
\]

end

\[
J := \{i \in \{1, \ldots, l\} \mid (G_i \cap R) \cdot R[x] = (G_i)\}
\]

return \( \{(G_i' \mid i \in \{1, \ldots, l\} \setminus J), (G_i' \mid i \in J)\} \)

Since primary decompositions are computable in the ring \( R \) there exists an algorithm \( \text{primary}_\text{dec}_R \) which computes for a finite subset \( F \) of \( R \) a set \( \{F_1, \ldots, F_r\} \) of finite bases of primary ideals such that \( (F) = \bigcap_{i=1}^r (F_i) \). In \text{hullA} we only replace \( \text{unmixed}_\text{dec}_R \) by \( \text{primary}_\text{dec}_R \) and there are no changes in \text{addx}. We replace the algorithm \( \text{quasi}_\text{unmixed} \) by \( \text{quasi}_\text{primary} \) in \( \text{unmixed}_\text{dec}_{R[x]} \) and obtain an algorithm \( \text{primary}_\text{dec}_{R[x]} \) which satisfies the following specification.

Input: \( F, \) a finite subset of \( R[x] \).

Output: \( \{F_1, \ldots, F_r\} \), where every \( F_i \) is a finite basis of a primary ideal in \( R[x] \) and \( (F) = \bigcap_{i=1}^r (F_i) \).

Since we can compute primary decompositions and isolated primes in \( R[x] \) we can also compute associated primes in \( R[x] \). Hence, the theorem is proved. \( \Box \)
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